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hAbstra
t. Contention-based MAC proto
ols follow periodi
 listen/sleep
y
les. These proto
ols fa
e the problem of virtual 
lustering if di�er-ent unsyn
hronized listen/sleep s
hedules o

ur in the network, whi
hhas been shown to happen in wireless sensor networks. To inter
onne
tthese virtual 
lusters, border nodes maintaining all respe
tive listen/sleeps
hedules are required. However, this is a waste of energy, if lo
ally a
ommon s
hedule 
an be determined. We propose to a
hieve lo
al syn-
hronization with a me
hanism that is similar to gravitation. Clustersrepresent the mass, whereas syn
hronization messages sent by ea
h 
lus-ter represent the gravitation for
e of the a

ording 
luster. Due to themutual attra
tion 
aused by the 
lusters, all 
lusters merge �nally. Theex
hange of syn
hronization messages itself is not altered by LACAS. A
-
ordingly, LACAS introdu
es no overhead. Only a not yet used propertyof syn
hronization me
hanisms is exploited.Keywords Wireless sensor networks, syn
hronization, virtual 
lustering,Networking 20091 Introdu
tionEnergy-e�
ient, 
ontention-based MAC proto
ols maintain low duty 
y
les. Thismeans the sensor nodes follow periodi
 listen/sleep 
y
les. In the listen 
y
lethey are able to 
ommuni
ate with neighbor nodes and 
an forward pendingdata. In the sleep 
y
le they shut down their radio to preserve energy. In orderto syn
hronize their listen/sleep 
y
les with neighboring nodes, SYNC messagesare periodi
ally ex
hanged. Nodes maintaining the same listen/sleep 
y
le areorganized into 
lusters by this syn
hronization me
hanism. This syn
hronizationof 
ommon listen/sleep 
y
les is 
alled virtual 
lustering. In theory it is possiblethat di�erent, possibly disjoint, listen/sleep 
y
les o

ur.
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In [1℄ it has been shown that the existen
e of multiple virtual 
lusters isalso 
ommon in reality. Already in a multi-hop network 
onsisting of 50 nodes,four virtual 
lusters have been en
ountered. A

ordingly, border nodes inter
on-ne
ting the 
lusters in [1℄ had to wake-up up to three times more than normal
luster nodes. This implies de
reased sleep 
y
les and higher energy 
onsumptionfor those border nodes. Therefore, it is desirable to agree on a 
ommon s
heduleto dis
harge the border nodes. On the other hand, maintaining a global s
hedulewithin the whole network is unne
essary and implies overhead. Common s
hed-ules are only lo
ally required, be
ause nodes 
an only 
ommuni
ate with theirneighbors.To a
hieve lo
al syn
hronization we propose a Lo
al Adaptive Clo
k Assimi-lation S
heme (LACAS). Its basi
 idea is similar to the prin
iple of gravitation.In the 
ontext of virtual 
lusters this means that larger 
lusters attra
t smaller
lusters more than vi
e versa, until the 
lusters �nally merge. This applies toall 
lusters whi
h are present in a network or will evolve later. Therefore, dif-ferent present 
lusters always 
onverge towards one single 
luster. Of 
ourse,this requires that the 
lusters are 
onne
ted to ea
h other, whi
h presumes theexisten
e of border nodes.The rest of the paper is organized as follows: In Se
tion 2 relevant relatedwork is presented. Se
tion 3 introdu
es the lo
al 
lo
k syn
hronization s
heme.Simulation results are provided in Se
tion 4. The paper ends with 
on
lusionsin Se
tion 5.2 Related WorkS-MAC [2℄, T-MAC [3℄ and DW-MAC [4℄ are energy-e�
ient 
ontention-basedproto
ols for wireless sensor networks. All three are based on low duty-
y
les andrequire SYNC messages to syn
hronize the listen/sleep s
hedules of the nodes.T-MAC furthermore supports the adjustment of its wake-up period a

ording topending data tra�
. In both proto
ols ea
h node maintains its own listen/sleeps
hedule. These s
hedules are syn
hronized whenever possible in order to redu
e
ontrol tra�
 overhead. Nodes maintaining the same listen/sleep s
hedule builda virtual 
luster. New sensor nodes initially listen to the wireless medium for aspe
i�
 amount of time to overhear and adapt an existing s
hedule. If no SYNCmessage has been re
eived during this period, a node 
hoses its own s
hedule.Having determined its s
hedule, any subsequently overheard unknown s
heduleis adapted too. Thus, virtual 
lusters are inter
onne
ted. The inter
onne
tingnodes are 
alled border nodes and follow multiple s
hedules, i.e., the s
hedule ofea
h 
luster they are a member of. A

ordingly they 
onsume mu
h more energythan normal 
luster nodes. Apart from virtual 
lustering, SYNC messages arealso used to adjust 
lo
k drifts between network nodes.TDMA-based MAC proto
ols su
h as [5℄, [6℄ require the ex
hange of periodi
SYNC messages. However, unlike 
ontention-based proto
ols, the operation ofTDMA-based proto
ols is based on the 
on
ept of 
lusters. In general, theyrequire a 
luster leader whi
h allo
ates slots to its 
luster members. Thus, the



problem of virtual 
lustering is not present as the nodes are per se organizedinto 
lusters. On the other hand, TDMA-based proto
ols require very pre
isesyn
hronization and s
ale rather poorly.Apart from proto
ols that require syn
hronization, asyn
hronous 
ontention-based MAC proto
ols [7℄, [8℄, [9℄, [10℄ have been proposed. [7℄, [8℄ and [9℄ arebased on preamble-sampling. These proto
ols send long preambles to rea
hneighboring nodes that are 
urrently asleep. RI-MAC [10℄ avoids the transmis-sion of preambles. In RI-MAC re
eiver nodes announ
e their availability by bea-
on messages. Based on the re
eption of su
h a bea
on, a sender node transmitsits pending data to the re
eiver. The approa
h a
hieves low duty 
y
les. Asyn-
hronous proto
ols do not fa
e virtual 
lustering, but require the ex
hange ofpreambles or bea
ons. Moreover, broad
ast operations are poorly supported.The problem of virtual 
lustering, i.e., of 
oexisting s
hedules, has been ad-dressed in [1℄. To solve the problem, an additional s
hedule age is introdu
ed.The authors motivate that di�erent s
hedules must have entered the networkat di�erent time points and thus have di�erent ages. The s
hedule age is an-noun
ed in the SYNC message. Over time all nodes 
onverge toward the oldests
hedule in the network. To prevent network partitions all other s
hedules needto be temporary stored too. The maintenan
e and distribution of the s
heduleage requires additional information. This paper will show that no s
hedule ageis needed if lo
al s
hedule 
onsisten
y is su�
ient.3 Lo
al Adaptive Clo
k Assimilation S
heme (LACAS)Nodes implementing an energy-e�
ient 
ontention-based MAC proto
ol su
h asS-MAC follow periodi
 listen/sleep s
hedules. Nodes with the same s
hedule arevirtually organized into 
lusters. To support 
ommuni
ation between di�erentvirtual 
lusters, border nodes inter
onne
ting the a

ording 
lusters are required.This syn
hronization me
hanism is shown in Fig. 1.
Fig. 1. Periodi
 sleeping and virtual 
lustering in S-MAC and T-MAC.Node A is member of a virtual 
luster, whereas nodes B and C are members ofanother disjoint virtual 
luster. This is indi
ated by the listen periods in Fig. 1.All nodes 
ould be in transmission range of ea
h other. However, in the example



above, it is only required that node A 
an hear node B and node B 
an hearboth nodes A and C. From time to time ea
h node remains awake for an entireframe length fi in order to s
an for present s
hedules. In Fig. 1 this is node Bin frame f3. B learns the 
luster of node A in frame f3, be
ause it overhears theSYNC message sent by node A. Only this SYNC transmission is shown in Fig. 1.Node B be
omes a border node as it inter
onne
ts two 
lusters. This means thatnode B syn
hronizes to both known s
hedules after frame f3.Experiments have shown [1℄ that in S-MAC already in a multi-hop network
onsisting of 50 nodes four di�erent virtual 
lusters evolved. Moreover, it hasbeen shown that border nodes had to listen to up to three di�erent s
hedules. Inall four experiments more than 44% of all network nodes followed at least twos
hedules. In two of the four experiments 34%, respe
tively 47%, of all networknodes had to listen to three virtual 
lusters. Obviously, the border nodes thushave a higher average energy 
onsumption than normal 
luster nodes.

Fig. 2. Drawba
k of virtual 
lustering.The problem is illustrated in Fig. 2. The gray and bla
k nodes operate asgateway nodes between the 
lusters and have to listen to multiple s
hedules.A

ordingly, these nodes sleep less and their batteries deplete sooner. If thishappens, network 
onne
tivity might be broken and the network might be dis-
onne
ted, even though su�
iently many working network nodes 
ould still ex-ist. Therefore, it is desirable to avoid virtual 
lustering. In [1℄ it has been shownthat surprisingly many nodes follow multiple s
hedules. The temporary failure of
ommuni
ation links and e�e
ts of strongly varying radio ranges (
ommuni
ationgray zones [11℄), have been identi�ed as main reasons.While the authors of [1℄ use a global me
hanism to solve the problem, wepropose a lo
al adaptive 
lo
k assimilation s
heme (LACAS) that a
hieves lo
alsyn
hronization. A global solution requires system-wide syn
hronization towardsone global s
hedule. This implies overhead in terms of signaling and requires thestorage of fallba
k me
hanisms, i.e., of temporary valid lo
al s
hedules. LACASavoids these drawba
ks. Maintaining a global s
hedule is unne
essary, be
ause ofthe lo
ality of 
ommuni
ation links between network nodes. LACAS avoids the



drawba
k of virtual 
lustering and leads to a uniform distribution of the energy
onsumption that is required for syn
hronization.LACAS implements a me
hanism similar to gravitation. Translated into thevirtual 
lustering problem, this means that larger 
lusters attra
t smaller onesmore than vi
e versa, until the 
lusters �nally merge. In LACAS, the 
lusternodes represent the mass and the number of sent SYNC messages represent thegravitation for
e. Be
ause all sensor nodes implement the same 
ontention-basedtransmission s
heme, large 
lusters broad
ast in average more SYNC messagesthan small ones and a

ordingly 
ause more attra
tion.LACAS only exploits the information ex
hanged by syn
hronization mes-sages. Therefore, no additional 
ontrol tra�
 is generated. Moreover, the loss ofSYNC messages does not a�e
t the prin
iple of LACAS, but only temporarilyde
reases the gravitation for
e of a 
luster.Only border nodes are part of multiple 
lusters. A

ordingly, only bordernodes attra
t 
lusters. Whenever a border node evolves, it spans its listen periodover all s
hedules it knows. Furthermore, every node adapts its own listen/sleeps
hedule to a given per
entage α (e.g., α = 5%) towards the s
hedule of the
luster from whi
h it has re
eived a SYNC message. A

ordingly, the parameter
α 
ontrols the attra
tion 
aused by a SYNC message. In a �rst step of a mergingpro
ess, the s
hedule of a border node is expanded and then it starts to 
ontra
tagain.

Fig. 3. Gravitation prin
iple of LACAS: Neighbor 
lusters are dete
ted in spe
i�
frames. Then, the 
lusters fuse (slowly).A merging pro
ess is shown in Fig. 3. The dark bars indi
ate listen periods,while the white bars indi
ate s
hedule adaptations. Node C stays awake for awhole frame fi, i.e., a whole listen/sleep period, in f2. Having dete
ted anothers
hedule, it spans its listen period over both known s
hedules (see f3). This listenperiod 
ontra
ts then to the normal s
hedule length merging both 
onne
ted
lusters. The parameter α 
ontrols the gravitation for
e. High values for α lead



to high attra
tions and fast 
onvergen
e. On the other hand, this 
an temporarybreak 
onne
tions between 
lusters. However, only the 
onvergen
e time of the
lusters is a�e
ted. The gravitation me
hanism itself is not 
ompromised. In theworst 
ase, nodes are su

essively transferred from the smaller 
luster to thelarger. The problem is dis
ussed in detail below. The 
ontra
tion of the s
heduleof node C 
ontinues after period f5 and ends in period fn.The operation in Fig. 3 is dis
ussed in the following: Initially nodes A andB form 
luster 1, while nodes C and D form another 
luster 2 (see frame f1 inFig. 3). Be
ause T-MAC is used, all nodes stay periodi
ally awake for an entireframe fi in order to dete
t other 
lusters. In Fig. 3 this is node C in frame f2.Having learned both 
lusters, C spans its own listen period over both s
hedules.Moreover, as it has re
eived two SYNCmessages from nodes A and B from 
luster1, node C moves its listen period for 2α towards the listen period of 
luster 1(frames f2 and f3 in Fig. 3). In frame f3, C is able to transmit its own SYNCmessage and re
eives another one from node B from 
luster 1. A

ordingly, thelisten period of node C again moves for α towards the listen period of 
luster1. Due to SYNC from node C, node D is attra
ted too (f4 in Fig. 3). In framef4 node C is able to transmit a SYNC message in both s
hedules. A

ordingly,
luster 1 and node D are attra
ted towards C. C itself moves towards D as ithas re
eived a SYNC message from D (frame f5 in Fig. 3). The merging pro
ess
ontinues in Fig. 3 after frame f5. After a while, both 
lusters will fuse. In theexample, 
luster 1 transmits in general more SYNC messages than 
luster 2 (Ithas three members, whereas 
luster 2 has only two). A

ordingly, both 
lusterswill merge 
loser to the original s
hedule of 
luster 1.The 
hoi
e of the adaptation parameter α is 
ru
ial 
onsidering performan
e.A small value implies a long merging period. On the other hand, if a large valuehas been 
hosen for α, the fast 
onvergen
e towards a large 
luster might disruptthe 
onne
tion between a border node and its smaller 
luster. This dis
onne
tionis no basi
 problem, be
ause the 
lusters are 
onne
ted again when a border noderemains awake for a whole frame, but it in
reases merging time. In the worst 
ase,nodes pass su

essively from the smaller 
luster to the larger. The 
onvergen
e ofLACAS is however not a�e
ted. Moreover, growing 
lusters have in general alsoa growing number of border nodes and therefore their gravitation for
e in
reasestoo. In the 
urrent deployment we have 
hosen a value for α of 5%. Thus, allsensor nodes are able to syn
hronize within a few minutes. Expe
ting a networklifetime of at least several months, the syn
hronization time seems tolerable.Finally, only the listen periods of the a

ording MAC proto
ol are optimized.Any subsequent data ex
hange period is not a�e
ted by LACAS.4 EvaluationLACAS has been implemented on top of T-MAC in the network simulator OM-NeT++ [12℄. All network nodes wake up randomly within the �rst 30 simulationse
onds, and begin immediately to syn
hronize. T-MAC enhan
ed with LACAShas been used as MAC proto
ol for a topology 
ontrol algorithm [13℄. Be
ause



LACAS has been implemented using a 
ross-layer approa
h, we evaluate theperforman
e of LACAS in a larger 
ontext. The topology 
ontrol me
hanism es-tablishes a routing ba
kbone after a syn
hronization and neighborhood learningperiod of 400 se
onds. Non-ba
kbone nodes temporarily shut-down their radiosto save energy. This has some impa
t on the 
onvergen
e time of LACAS asfewer SYNC messages are sent due to the temporary unavailability of the non-ba
kbone nodes.The parameters of T-MAC have been set a

ording to [3℄. All nodes follow aperiodi
 listen/sleep frame of 610 ms, whereof they are awake for at least 13.5 ms,i.e., if no data transmission is pending. This minimum wake-up period 
onsists ofthe syn
hronization period, whi
h is 7 ms, and the tra�
-adaptivity period TA,whi
h is required by T-MAC and has a duration of 6.5 ms. Ea
h node remainsawake for a whole frame in every 35th frame, i.e., every 21.35 s. This is requiredin order to dete
t neighbor nodes whi
h follow di�erent listen/sleep 
y
les.Three di�erent network sizes of 50, 100 and 200 nodes have been simulated.Ea
h node has in average 12 neighbors. The network topology was randomlygenerated taking network 
onne
tivity into a

ount. Any experiment has beenrepeated 20 times. The spe
trum of the s
hedule lengths present at a spe
i�
time point is indi
ated by the standard deviation.The properties of the sensor nodes are 
on�gured a

ording to values fromthe Embedded Sensor Board (ESB) platform [14℄. The nodes operate in the868 MHz frequen
y band, the transmission range is about 37 m, whereas theinterferen
e range is approximately 52 m. The data rate is 115.2 kbps. The energy
onsumption in transmission mode is 5.2 mA. Idle listening and re
eiving bothrequire about 4.7 mA, whereas the radio in sleep mode only needs 5 µA.4.1 Convergen
e Time of S
hedule Length with LACASIn this se
tion the 
onvergen
e time of LACAS is investigated. The independentinitial wake up of the network nodes in the �rst 30 s of the simulation leadsto multiple 
oexisting s
hedules in the beginning. The evolution of the s
hedulelength of ea
h network node has been monitored over the �rst hour of operation.The s
hedule length has been 
aptured every 5 s. The evolution of the means
hedule length in a network 
onsisting of 50 nodes is shown in Fig. 4.Fig. 4(a) shows the evolution of the s
hedule length over the whole �rstoperation hour. The s
hedule length 
onverges to a length of approximately10 ms within the �rst 200 se
onds. Of 
ourse, in this 
onvergen
e period thedistribution of the s
hedule length is high in the network. There are nodes thatfollow 
ommon s
hedules and thus have already a short s
hedule length. On theother hand, there are numerous nodes inter
onne
ting di�erent s
hedules, whi
hresults in a temporary large s
hedule length.Fig. 4(b) shows the evolution of the mean s
hedule length after the �rst 100se
onds. The peak at se
ond 400 is due to the ba
kbone s
enario as des
ribedabove. At se
ond 300 the parameter α is adapted from 0.05 to 0.5 to a
hievefaster 
onvergen
e. This leads to the temporary peak. After the adaptation alittle better performan
e 
an be a
hieved, though. Sleeping non-ba
kbone nodes
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(b) Average s
hedule length evolutionignoring the �rst 100 se
onds.Fig. 4. Convergen
e of s
hedule length in a network 
onsisting of 50 nodes.lead to a smaller amount of SYNC messages, whi
h further reinfor
es the e�e
t.The peak is in the order of a dupli
ation of the s
hedule length. The adaptationof α 
ould be implemented in LACAS without 
ross-layer optimization too. Themean s
hedule length 
onverges to 13 ms without adaptation and to 10 mswith adaptation. The average s
hedule length remains stable after 200 se
ondswithout adaptation. With adaptation stability is a
hieved after 450 se
onds. Thepoint in time when stability is a
hieved is proto
ol-dependent, though.
 0

 100

 200

 300

 10  100  1000

S
ch

ed
ul

e 
Le

ng
th

 [m
s]

Time [s]

100 Nodes

(a) Network 
onsisting of 100 nodes.  0

 100

 200

 300

 10  100  1000

S
ch

ed
ul

e 
Le

ng
th

 [m
s]

Time [s]

200 Nodes

(b) Network 
onsisting of 200 nodes.Fig. 5. Average s
hedule length evolution over the �rst hour (log-s
aled).Fig. 5 shows the impa
t of the network size. The performan
e of LACAS in anetwork 
onsisting of 100 nodes is depi
ted in Fig. 5(a). The performan
e is very



similar to the performan
e in the network 
onsisting of 50 nodes. However, the
onvergen
e needs more time in the network 
onsisting of 200 nodes (Fig. 5(b)).Compared to an intended network lifetime of several months or more, this delayis still insigni�
ant, though. The 
onvergen
e time of LACAS in
reases withnetwork size. This is due to the hop-by-hop impa
t of the gravitation prin
iple.Due to gravitation, 
lusters show an impa
t similar to the movement of a ripplethrough water over multiple hops.
Fig. 6. Ripple e�e
t of gravitation over multiple hops.The e�e
t is illustrated in Fig. 6. Clusters of nodes su
h as the nodes inL1 attra
t nodes at the boundaries. The nodes in L2 have again an impa
t ontheir border nodes, i.e, on the nodes in L3. The e�e
t 
auses 
omplex mutualin�uen
es. Moreover, due to the in
reased time needed for dissemination, 
lusterslo
ated far away from ea
h other have a longer lasting impa
t on ea
h other thannearby 
lusters. The probability of presen
e of su
h 
lusters grows with networksize. Thus, the 
onvergen
e time in
reases with network size too.Considering the network size of 200 nodes in Fig. 5(b), LACAS is not ableto 
onverge to a short s
hedule length before 
ross-layer adaptation o

urs. The
ross-layer impa
t leads again to a temporary dupli
ation of the average s
hedulelength, whi
h be
omes in this 
ase mu
h longer. However, the s
hedule length
onverges qui
kly to 10 ms after the adaptation. This fast 
onvergen
e is againdue to the 
ross-layer approa
h. Without optimization the 
onvergen
e wouldlook similar to Fig. 4(a) or 5(a). It would only require some more time.The average s
hedule length has 
onverged in all evaluated network topolo-gies and sizes to a length of approximately 10 ms. This is not surprising, be
ausethe 
onvergen
e (gravitation) is basi
ally a lo
al pro
ess. Mainly lo
al 
ommu-ni
ations have an impa
t on lo
al 
onvergen
e and any lo
al 
ommuni
ation isindependent of the network size. On the other hand, due to the ripple e�e
t it isnot possible to a
hieve the s
hedule length of 7 ms of T-MAC. A

ordingly, thereis a trade-o� between avoiding the border nodes and the a
hievable s
hedulelength. On node-level, every border node with disjoint s
hedules 
onsumes moreenergy than any node running LACAS. Con
erning the overall energy 
onsump-



tion, LACAS preserves energy if the following inequation applies (∀i : ni ∈ N):
n1 · 7ms + n2 · 14ms, +... + nk · k · 7ms > nt · 10ms;

k∑

i=1

ni = nt (1)where ni is the number of nodes maintaining a given number of s
hedulesand nt is the total number of nodes in the network. Inequation 1 assumes thatthe di�erent s
hedules are disjoint. Else, overlaying s
hedules would need to bein
luded.4.2 Analysis of Power ConsumptionUnlike the 
onvergen
e of LACAS, a realisti
 virtual 
lustering is di�
ult to sim-ulate. Virtual 
lustering mainly o

urs due to physi
al impa
ts su
h as 
ommu-ni
ation gray zones [11℄ and temporary unavailable 
ommuni
ation links, whi
hare hardware- and environment-dependent and a

ordingly di�
ult to simulateproperly. Approximating those impa
ts in simulations might falsify the simula-tions rather than improve them. Finally, these e�e
ts have little impa
t on the
onvergen
e of LACAS due to the robustness of the gravitation prin
iple.In order to assess the power 
onsumption needed by LACAS we adopt theresults obtained in real world experiments in [1℄. The 
osts of T-MAC and LA-CAS are 
omputed a

ording to these values and inequation 1. The long-sleepimpa
t of non-ba
kbone nodes has not been 
onsidered in this evaluation, be-
ause it is based on a 
ross-layer optimization. A

ordingly, all nodes follow anormal listen/sleep s
hedule. The sensor network in [1℄ 
onsisted of 50 nodes run-ning S-MAC. The per
entage of network nodes maintaining a 
ertain number ofs
hedules are listed in Table 1.Table 1. Per
entage of nodes maintaining a 
ertain number of s
hedules (from [1℄).Number of S
hedules1 2 3 4Exp. 1 56% 44% - -Exp. 2 32% 68% - -Exp. 3 - 66% 34% -Exp. 4 9% 44% 47% -The results would be the same if T-MAC had been used due to the identi
alsyn
hronization me
hanism. As mentioned above, ESB nodes need 4.7 mA inidle listening state. We take this value to estimate the power 
onsumption ofLACAS. Furthermore, we assume that the di�erent s
hedules, whi
h evolved inthe experiments in [1℄, are disjoint (see also inequation 1). SYNC messages thatwould have to be sent in the syn
hronization periods are not 
onsidered. Table 2



shows the power 
onsumption of T-MAC and LACAS to maintain all s
hedulesof all network nodes in one listen/sleep 
y
le. The results apply as soon as thenetworks are stable, i.e., after the 
onvergen
e to the 
ommon s
hedule length of10 ms in the 
ase of LACAS, respe
tively after all virtual 
lusters have evolvedin the 
ase of T-MAC. Therefore, the values in Table 1 
an be used. LACASmaintains only one s
hedule. A

ordingly, the expe
ted power 
onsumption ofLACAS would be the same in all four experiments.Table 2. Power 
onsumption (in mAs) per listen/sleep 
y
le for T-MAC and LACAS.T-MAC LACASExp. 1 2.37 2.35Exp. 2 2.76Exp. 3 3.85Exp. 4 3.92The estimations in Table 2 show that in a network 
onsisting of 50 sensornodes, depending on the experiment, more or less power 
an be saved withLACAS, i.e., between 0.02 and 1.57 mAs in one listen/sleep 
y
le of 610 ms.Even though LACAS has a slightly longer minimal s
hedule length than T-MAC,LACAS is estimated to perform at least as well as T-MAC in all four experimentsperformed in [1℄. Considering a network lifetime of months or more, the possibleenergy savings are promising. The estimations shown in Table 2 
on
ern theaverage energy 
onsumption over all nodes. Border nodes with disjoint s
hedules
onsume more energy and would therefore even sooner run out of energy.5 Con
lusionsIn this paper a simple lo
al 
lo
k syn
hronization s
heme has been proposed.In general, nodes are not syn
hronized after deployment. Merging nodes withsimilar sleep/listen 
y
les into 
lusters leads to the problem of high energy 
on-sumption for the nodes 
onne
ting the 
lusters. Therefore, we have proposeda simple lo
al syn
hronization me
hanism (LACAS). LACAS provides system-wide lo
al 
lo
k 
onsisten
y and avoids the drawba
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