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Chapter 1

Introduction

1.1 Motivation

Information-Centric Networking (ICN) [1] is a new networking paradigm that decouples infor-
mation from location. When an information consumer expresses his interest for some informa-
tion, it declares only the name (information identifier) of the information but not the location
(host identifier). The network routing across all the nodes takes care of locating the information
with the matching name. In ICN networks, information can be cached in many locations of the
network. This can reduce traffic significantly in an ICN network because information is deliv-
ered to a requester from the closest location it is cached at rather than the location of the original
source.

Information can be defined in different ways: In Content-Centric Networking (CCN) [2],
information is regarded simply as (static) content. In Service-Centric Networking (SCN) [3],
information is regarded as a (dynamic) service. A service could be to solve a specific task,
e.g. to encrypt a given file, perform a complex calculation or to transcode a video file from one
format to another.

Research projects of recent years have led to several implementations of the ICN paradigm.
Project CCNx [2] offers a solid implementation of CCN, and can be extended with NextServe
[4] for full SCN capabilities. What is missing in current implementations of ICN is the ability
to perform Distributed Computing in an ICN network: The processing of a specific requested
service currently always relies on a single ad-hoc server, whereas for some services it might
instead be more suitable to split the task into multiple jobs that are each processed as services
individually. For example, the task of transcoding a video file of n minutes length could be split
into n jobs of transcoding a one minute video file each. This would lead to more than one server
working on a task at the same time, resulting in possibly a faster turnaround time to process
the whole task. Also, caching could be optimized: Imagine the case where in the past, the first
minute of a video file has been transcoded as a service and therefore is cached at some location
in the network already. Now, some consumer is interested in transcoding the first two minutes
of the same video file. In the current state of SCN, the entire two minutes of the video file
would need to be transcoded again, even though the first minute is actually already available on
the network. This would not be the case if services were distributed before processing, since
then the transcoded version of the first minutes could be retrieved from its cached location.
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The goal of this thesis is to design, implement and evaluate such a distribution mechanism for
services in an ICN network that solves the aforementioned problems of the current state of ICN
implementations. As a code base, the current versions of CCNx and NextServe are used, the
latter of which is extended with the code for a distribution mechanism.

1.2 Task Formulation

Work on this thesis consisted of the following tasks:

• Get familiar with Content-Centric Networking (CCN)

• Get familiar with Service-Centric Networking (SCN)

• Design a service distribution mechanism

• Implement the service distribution mechanism

• Evaluate the performance of the service distribution mechanism

1.3 Outline

In Chapter 2, the related work on the topics of ICN and Distributed Computing is discussed.
Chapter 3 presents and analyses three approaches of designing and implementing a service dis-
tribution mechanism: The very basic and straight-forward Trivial Approach, followed by two
improvements, the Delegated Approach and the Probability-based Approach. An evaluation of
the Probability-based Approach is made in Chapter 4 and presented together with the results.
Finally, Chapter 5 contains the conclusion of this thesis and takes a short look at further work
that is necessary on the topic of distribution mechanisms in ICN networks.
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Chapter 2

Related Work

This chapter introduces the topics of Distributed Computing and Information-Centric Network-
ing (ICN) and highlights the important elements of both fields in regard to the topic of the thesis.

2.1 Distributed Computing

Distributed Computing is a form of computing where a Distributed System is used to perform a
given task [5]. A Distributed System is a collection of independent computers [6]. Distributed
Systems usually are classified into two classes: Clusters, where the network consists of fairly
homogeneous machines that are coupled very closely, and Grids, where the machines are a
lot more heterogeneous and loosely coupled. For the moment, we will focus on Distributed
Computing on Grids (also known as Grid Computing), as we will later see that ICN is, at best, a
Distributed System of extremely loose coupling. An important aspect of Distributed Computing
that should be considered right from the start is the following: Distributing a task will always
add a certain overhead to the workload, because all the involved parties need to communicate
with each other and also because it is necessary to make some modifications to the task before
it can be distributed. Let’s assume we have a Distributed System with two equivalent machines:
It is not realistic to expect that the two machines in combination can compute a specific task in
exactly half the time that it would take each of the machines individually. On the other hand,
it is realistic to assume that the two machines in combination will be able to compute the task
quicker than a single machine. However, the sum of the actual processing power consumed
by both machines when distributing the task will be greater than the processing power a single
machine would consume if it processed the task locally.

2.1.1 Terminology

In the literature on the topic of Distributed Computing there is no global terminology standard
for the core elements of Distributed Computing that are relevant for this thesis. Therefore, we
will first define our terminology that will be used consistently in the forthcoming chapters.

Requester A Requester is a node in a network that wants to distribute parts of its workload to
be computed on other nodes of the network, the so called Providers. A Requester can
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either distribute entire tasks or only parts of these tasks, the so called jobs.

Provider A Provider is a node in a network that provides some of its computing resources to
compute jobs requested by other nodes (the Requesters) of the network. A node can be a
Requester and a Provider at the same time.

Task A task represents a coherent amount of work that needs to be computed. It can sometimes
be split into smaller, independent sub-tasks, named jobs. Example: To transcode a video
file from one video format to another.

Task result A task result is the outcome when a task has been completely computed.

Job A job represents a sub-task (part of a task) that is independent of any other sub-task. In
many cases it is also a task by itself. Whether a task is referred to as a task or as a job
depends heavily on the context: In a scenario there is always an (overall) task that in many
cases is split into multiple jobs. Example: The task of transcoding a complete video file
could be split into the jobs of transcoding each minute of the video file individually.

Job result A job result is the outcome when a job has been computed completely.

Define Defining is the process where the Requester combines coherent parts of its workload to
form a task.

Split Splitting is the process where the Requester divides a task into a number of jobs.

Distribute Distributing is the process where the Requester sends the jobs over the network to
one or more Providers each.

Compute Computing is the process where a node processes a job (or a task) to receive the job
result (or task result).

Merge Merging is the process where the Requester combines the job results (of all the jobs
belonging to the same task) to receive the task result.

Figure 2.1 visualizes the terminology of Distributed Computing from a global perspective.
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Figure 2.1: Terminology of Distributed Computing

Task Jobs Job results Task result

split compute merge

2.1.2 Steps

The work flow of Distributed Computing can be divided into six steps:

1. The Requester defines the task that needs to be computed.

2. The Requester splits the task into a number of jobs.

3. The Requester distributes the jobs to the Providers. Each job must be distributed to at least
one Provider.

4. Each Provider computes the job(s) he receives.

5. Each Provider returns its job result(s) back to the Requester.

6. The Requester waits until all job results have arrived and merges all the job results to form
the overall task result.

Figure 2.2 visualizes the steps of Distributed Computing in combination with the nodes on
which the steps are executed.
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Figure 2.2: Steps of Distributed Computing
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Example

1. The Requester wants the video file tarzan.mpg to be transcoded from a high-resolution
1080p format to lower resolution DVD quality 576p format.

2. The Requester partitions the video file tarzan.mpg into four smaller files:

tarzan_part1.mpg
tarzan_part2.mpg
tarzan_part3.mpg
tarzan_part4.mpg

The task is split into four jobs, each of which consists of transcoding one of the four partial
files.

3. The Requester distributes each job to a specific Provider of a list of Providers that are
available over the network.

4. Each Provider computes the jobs it receives by transcoding the partial 1080p video file
(that is associated with the job) from 1080p to 576p (partial) video files.

5. Each Provider returns the partial 576p video file as the job result back to the Requester.
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6. The Requester waits until all transcoded partial 576p video files (the job results) have
arrived and then merges them to form the desired 576p tarzan.mpg video file (the task
result).

2.1.3 Goals of Distributed Computing

From the point of view of a Requester, there are many reasons for distributing a task. Jobs
that would locally need to be computed sequentially can be computed in parallel by multiple
Providers instead. This results in a faster turnaround time per task for the Requester and poten-
tially also a higher throughput (if the Requester has more than one task to compute), as long as
the overhead caused by the distribution is smaller than the time gained through parallel com-
puting of the jobs. The same criteria also apply to the power consumption of the Requester. If
the overhead in power consumption caused by distribution is less than the power consumption
saved by not locally computing the task, then it is also attractive for the Requester to distribute
the task. This is especially important for mobile nodes on a network, since they might only have
limited (battery) power available.

For a Provider, all these goals do not apply. Theoretically, in terms of improving the local
turnaround time and reducing the power consumption, it makes not much sense for a Provider
to provide computing power to other nodes on a network. In most cases, nodes in a network will
be able to act both as a Provider and a Requester. Thus, a node might volunteer as a Provider
knowing that it will at some stage also act as a Requester and profit from the network. It is
imaginable that a Distributed System might actually be implemented in a way that a node must
first provide some of its computing power to other nodes of the network before being able to
distribute its own tasks.

In the context of this thesis, we will treat the reduction of the turnaround time per task as the
main (and only) goal of Distributed Computing. The evaluation will measure the time duration
on the Requester’s side between launching a task and having the final task result available locally.
A distribution mechanism will be considered an improvement (and consequently a success) if
its measured turnaround time is smaller than the turnaround time of locally computing the task.

2.1.4 Challenges

Distributed Computing leads to the sharing of various resources between the machines in a
Distributed System: Computation power, information about tasks and jobs, and also data. This
leads to many challenges concerning security and fairness. Which nodes can be trusted with
what kind of data? Can the results of a certain node be assumed to be correct? How can it be
avoided that not always the same Requester occupies all Providers?

Another challenge is recovery from errors. There is never a complete guarantee that a
Provider will actually compute a job it received. In a Distributed System, there is always the
possibility that certain parts of a network suddenly disconnect from the rest of the network. For
a Requester it is important that it does not just distribute the jobs and infinitely wait for the re-
sults, but instead have some sort of mechanism to detect if a Provider has taken too long to solve
a job and react by re-distributing this job to another Provider.
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2.2 Information-Centric Networking (ICN)

Information-Centric Networking [1] is a networking concept where the routing of traffic focuses
on the actual name of a specific information available on the network rather than on the location
of the information. The idea is that an Information Consumer only has to express the name
of the information (i.e. some static content such as a video file, or a dynamic service such as
performing an arithmetic operation and returning its result) he is interested in. This is in contrast
to the current state of the Internet, where the information requester first needs to find out the
location of the information he is interested in (i.e. by using a web search engine or by receiving
the URL of the information by some other party) before sending a request with the name of the
actual information to that exact location to initiate a data transfer. The motivation behind ICN
is the fact that there are usually a lot more consumers of a specific piece of information than
producers [8]. By each node actively caching information that passes through it, consumers can
in many cases find the information they are looking for located much closer to them than the
actual location of the producer. This helps to reduce a lot of redundant traffic on a network and,
if successful, also decreases the time it takes to retrieve a given piece of information.

Information-Centric Networking is a fairly generic term that is the subject of research in
many projects, such as Content-Centric Networking (CCN) [2], Data-Oriented Network Archi-
tecture (DONA) [9], Publish-Subscribe Internet Routing Paradigm (PSIRP) [10], and Network
of Information (NetInf) [11]. While each of these research projects does have an own under-
standing and definition of ICN, there still are some characteristics that are common with all the
projects [7]. Because the implementation part of this thesis is based on the CCNx implementa-
tion which is part of the CCN project, the general interpretation of ICN used in this thesis will
also be similar to that of the CCN project.

Components

ICN networks have some core components that need a closer look.

• There are two different message types:

Interest Messages Interest Messages represent the request of an Information Consumer
for a specific piece of information. They contain the name of the requested informa-
tion plus optionally some additional flags, e.g. the ability to set the lifetime of the
Interest Message (how long until it expires if no information by this name can be
found), or the answer origin kind (can Information Providers produce new informa-
tion to satisfy the Interest Message or can the Interest Message only be satisfied by
already existing information that is cached in some location).

Data Messages Data Messages represent the corresponding piece of actual information
to an Interest Message. They are returned to the Information Consumer that ex-
pressed an Interest Message that matches their name. Data Messages can be any
kind of file.

• There are three different network components:
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Information Consumers Information Consumers are nodes in the network that consume
information by expressing Interest Messages and receiving Data Messages.

Information Providers Information Providers are nodes in the network that provide in-
formation to other nodes by receiving Interest Messages and issuing Data Messages.

Information Forwarders Information Forwarders are nodes in the network that route
Interest Messages and Data Messages between other Information Forwarders, Infor-
mation Consumers and Information Providers. Information Forwarders usually are
connected to a local repository where the passing Data Messages are cached.

Routing Example

The idea behind routing in an ICN network can best be explained with an example. A detailed
explanation of a concrete implementation of ICN routing follows in Section 2.2.3.

Two nodes, A and B, that both represent Information Consumers on an ICN network are
successively interested in the same information, namely a video file called tarzan.mpg. The
owner of tarzan.mpg is the node E, that represents an Information Provider. At first, all caches
and local repositories are empty, and tarzan.mpg only exists on node E (Figure 2.3).

Figure 2.3: Example: ICN Routing I

To communicate to the network that it is interested in the file tarzan.mpg, node A expresses
an Interest Message (1) to the Information Forwarder C it is directly connected to. C receives
the Interest Message (1) and first checks with its local repository to see if the file is stored there.
Because this is not the case, C forwards the Interest Message (1) to Information Forwarder
D with which it is connected. D also checks its local repository for a potential file named
tarzan.mpg but the result is negative. D forwards the Interest Message (1) to the neighboring
node E, which happens to be the Information Provider of tarzan.mpg (Figure 2.4).

9



Figure 2.4: Example: ICN Routing II

When node E receives the Interest Message (1) from node D, E responds to D with a Data
Message (2) containing tarzan.mpg. D and every other Information Forwarder that forwards
Interest Messages memorizes for every incoming Interest Message from which node it was re-
ceived. The Data Message (2) just follows the opposite direction of the route of the Interest
Message (1) until it ultimately ends up at the Information Consumer that expressed the Interest
Message (1). Every Information Forwarder that forwards a Data Message (2) also caches it by
saving the information contained in the Data Message (2) to the local repository (Figure 2.5).

Figure 2.5: Example: ICN Routing III

Now, when node B is also interested in tarzan.mpg, it will also express an Interest Message
(3) that it forwards to the connected Information Forwarder C. Because C has already forwarded
the file tarzan.mpg in an earlier instance (when node A requested it), a copy of the file will be
cached in C’s local repository. Therefore, the check for the file in the cache of C will return a
positive result this time. (Figure 2.6).
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Figure 2.6: Example: ICN Routing IV

There is no longer the need for C to forward the Interest Message (3) any further towards the
original location of tarzan.mpg. Instead, C returns the file from its own cache as a Data Message
(4) back to Information Consumer B (Figure 2.7).

Figure 2.7: Example: ICN Routing V

2.2.1 Content-Centric Networking (CCN)

While the term Content-Centric Networking can be used to generally describe a form of
Information-Centric Networking where information is regarded strictly as (static) content, it
is more importantly the name of a research project [2] that focuses on the implementation of
ICN. The definition of CCN is based on these three tenets:

• Content is accessed by name, not machine address.

• Security is applied directly to the content, not the connection.

11



• Content may be cached opportunistically in the network for more efficient and scalable
retrieval.

As part of the research on CCN, the CCNx Protocol was defined. Based on this, the actual
software implementation of CCN, called CCNx, was developed. Details about CCNx can be
found in Section 2.2.3.

2.2.2 Service-Centric Networking (SCN)

The term Service-Centric Networking (SCN) can be used to describe a form of Information-
Centric Networking where information is regarded as a service. Because many initial definitions
and implementations of ICN, such as the CCN project, make the assumption that information is
just static content, it has been proposed [3; 12] that a better abstraction of information in regard
to current Internet applications would be as a service. This is due to the fact that content can
be easily regarded as a special kind of service (namely the service that returns the specific con-
tent requested) but not vice-versa. Additionally, this definition of information offers a lot more
flexibility to Information-Centric Networking than to just return static content: A service can be
any kind of function a computer can perform, e.g. solving an arithmetic operation, printing the
current date, or encrypting a content file and returning it to the Requester.

Services in SCN are addressed the same way as content is addressed in CCN: by the name.
The parameters required by a service can be encapsulated within its name. This way, the routing
of content and services in an ICN network works identical. To a router it is not visible whether
the name in an Interest Message corresponds to some content or some service. Moreover, the
result of a service with specific arguments that has been processed is returned to the requesting
Information Consumer as a Data Message. This is the same way static content is transferred
over the network, which means the results of processed services can be regarded just as regular
content and also cached among the Information Forwarder.

Because SCN works with the regular naming scheme of Interest Messages in ICN, current
implementations of ICN can be extended to support also services as information, and not just
static content. For example, for the CCNx implementation several projects are concerned with
extending it with SCN capabilities [12], such as NextServe [4], CCNxServe [13], SoCCeR [14]
and Serval [15].

For the programming part of this thesis, NextServe was used as the concrete implementation
of SCN on top of CCNx (see Section 2.2.4).

2.2.3 CCNx

CCNx is a popular implementation of Information-Centric Networking that uses the definition
that information is content. It is the core of the CCN research project [2]. The source code is
written in the programming language C, but there is also an API available for the programming
language Java. The following section mainly focuses on highlighting the aspects of CCNx that
are relevant to achieving our distributed service mechanism. Extensive further documentation
can be found on the CCNx website [16].
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CCNx Message Types

The message types in CCNx are the same as those of ICN described earlier. In regard to our
service distribution mechanism, there are some important implementation-specific details that
need a closer look.

CCNx Interest Message The Interest Message is expressed by a Content Consumer and con-
tains information about the content that the Content Consumer is interested in. The ex-
pressing Content Consumer passes the Interest Message to the connected Content For-
warder, from which it is routed to other Content Forwarders until there is a corresponding
Data Message retrieved from either the Content Store or a connected Content Provider.
The Interest Message contains eleven fields of parameters or flags that can be set, whereby
only the name parameter is mandatory. Relevant to our implementation is the ’AnswerO-
riginKind’ which defines how the origin of the corresponding Data Message should be.
Options for the value include ”Answer from cache only”, ”Answer may be generated” and
”Answer may be marked stale”.

CCNx Data Message Data Messages are used to transfer actual data over the network. An
Data Message is always sent as a response to an Interest Message. Data Messages are also
referred to as Content and Content Objects in the CCNx documentation.

CCNx Network Components

Just like the message types, also the network components in CCNx correspond to those generally
considered in Information-Centric Networking, with some notable details that need looking at.

Content Consumer As the name says, Content Consumers consume content by sending Inter-
est Messages and receiving the corresponding content as Data Messages. Content Con-
sumers are always connected to a Content Forwarder, to which they express their Interest
Messages.

Content Provider Content Providers are responsible for providing the network with actual con-
tent. They are connected to a Content Forwarder. A Content Provider can be an instance
of an application that produces new content based on the incoming Interest Messages.
NextServe connects to CCNx in this way. A Content Provider can also be a data reposi-
tory or a file server with an appropriate interface.

Content Forwarder Content Forwarders act as routers in the CCNx network. They can be
connected to other Content Forwarders as well as Content Providers and Content Con-
sumers at the same time over a separate face for each Content Provider/Content Con-
sumer/Content Forwarder. A face can be understood as a port into which another network
component can be plugged in. A Content Forwarder forwards Interest Messages and Data
Messages in a systematic and efficient way. To achieve this, it maintains a so called For-
warding Information Base (FIB), a Pending Interest Table (PIT) as well as a Content Store
(CS).
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Forwarding Information Base (FIB) This table contains entries for all outbound faces
and the name prefixes that point to these outbound faces. It acts as a look-up table
when the Content Forwarder needs to forward an Interest Message. The name in the
Interest Message gets compared to the entries in the FIB and the Interest Message
subsequently gets forwarded over the outbound face with the longest matching name
prefix.

Pending Interest Table (PIT) This table contains entries for all pending Interest Mes-
sages that have been forwarded to outbound faces but have not yet received an an-
swer in the form of a Data Message. For each Interest Message that was forwarded,
the face of its arrival is stored. This information is used when a Data Message arrives
that needs to be returned to the original requesting Content Consumer. When two
or more equal Interest Messages arrive at the same Content Forwarder, only for the
first one an entry in the PIT is created. This entry then just gets extended with the
arrival face of the newer Interest Message with the same name.

Content Store (CS) The Content Store is a local repository that acts as the cache storage
of the Content Forwarder. Frequently or recently delivered Data Messages (con-
taining information) that have been forwarded by this Content Forwarder are cached
here together with the name by which the information is identified.

Routing

Routing takes place on each Content Forwarder and consists of the two core operations of pro-
cessing Interest Messages and processing Data Messages.

Processing Interest Messages

The processing of an incoming Interest Message by a Content Forwarder is performed in the
following order (highest to lowest priority):

1. Check the Content Store if any cached content matches the name contained in the Interest
Message. This might apply for multiple entries of the Content Store, in which case also
the closer specifications of the Interest Message for making a selection from multiple
entries apply. If some cached content in the Content Store indeed matches the Interest
Message, forward this content to the arrival face of the Interest Message and, since it has
been satisfied, discard the Interest Message. Otherwise, if no cached content matches the
Interest Message, continue with 2.

2. Check the Pending Interest Table (PIT) for equivalent Interest Messages. If there is already
an entry for an exact same Interest Message in the PIT, simply add the arrival face of the
new incoming Interest Message to the existing entry and discard the new incoming Interest
Message. Otherwise, continue with 3.

3. Check the Forwarding Information Base (FIB) for an entry with a matching prefix. If such
an entry in the FIB exists, create a new entry of the Interest Message plus its arrival face in
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the PIT and forward the Interest Message to the faces defined in the FIB entry. Otherwise,
if no such entry in the FIB exists, continue with 4.

4. Because steps 1-3 have failed, there is no way this Content Forwarder can satisfy the
Interest Message. The Interest Message can either be discarded immediately or kept for
a short while, during which new FIB entries might be created that match the Interest
Message.

Processing Data Messages

The processing of Data Messages is performed in the following order (highest to lowest priority):

1. Check the Content Store (CS) if any cached content matches the incoming Data Message.
If this is the case, discard the incoming Data Message since the Interest Message that
requested the Data Message must already have been satisfied in the meantime by the
content in the CS. Otherwise, continue with 2.

2. Check the Pending Interest Table (PIT) for an entry that matches the Data Message. If
this is the case, forward the Data Message to all the source faces defined in the PIT entry
and then, because it has been satisfied and is no longer pending, remove the PIT entry.
Otherwise, if no PIT entry matches the Data Message, continue with 3.

3. Because steps 1 and 2 have failed, the incoming Data Message is unsolicited and can be
discarded without further action. The Content Forwarder can optionally still store the Data
Message in the Content Store before discarding it.

2.2.4 NextServe

NextServe [4] is an extension to CCNx that provides CCNx with the functionality of Service-
Centric Networking. NextServe integrates with CCNx as an application that represents both
a Content Provider (for the processing of services) and a Content Consumer (for the parameter
retrieval). It connects to a Content Forwarder in a CCNx network. CCNx and NextServe together
offer the complete ICN experience by providing both content and service retrieval functionality.

Naming Scheme

Because NextServe is an extension of CCNx, and service Interest Messages are treated just as
regular Interest Messages by CCNx routing, the naming scheme of services must be compatible
with the naming scheme for regular content in CCNx. Names of services in NextServe have a
special syntax similar to the method invocation style of object oriented programming languages.
The first part of the name consists just of the name of the service, which is constructed of hierar-
chical naming. This ensures that CCNx correctly routes service Interest Messages to instances
of NextServe so the services can be processed. The hierarchical part of the name is followed by
the symbols ”/(” which enable NextServe to locate the parameters that the service might need
within the name of an Interest Message. Individual parameters are separated by the symbol ”,”.
Finally, to mark the end of the parameter part of the name, the symbols ”/)” are used.

15



Parameters

NextServe allows for three different types of parameters:

• Primitive types (strings, integers, doubles, etc.)

• Content

• Services

When a parameter is a primitive type, it is encapsulated within double quotations. Other-
wise, NextServe interprets the parameter as the name of either some content or another service.
NextServe will then look up the actual information stored under that name on the network by
expressing an Interest Message. This happens recursively until there is a primitive type for each
parameter. A total service composition functionality is ensured by this: It is possible to nest both
a regular content Interest Message or another service Interest Message within the parameters of
a service Interest Message.

Examples

A mathematical service to calculate the sum of two integers:

/math/sum/("5","2"/) => "7"

Another mathematical service to round a double value down to the next lower integer:

/math/floor/("1.54534"/) => "1"

A constant value like Pi can exist as content in a network:

/math/pi => "3.14159265359"

With NextServe it is possible to perform service composition:

/math/sum/(/math/floor/(/math/pi/)/,"1"/) => "4"

Implementing and Publishing Services

NextServe is written in the programming language Java and provides an interface for developers
to implement and publish their own services on the network. The interface is called Service Pub-
lisher and has only the publish method that needs implementing. publish takes two parameters:
The first one is a string that represents the name under which the service can be addressed by
Interest Messages. The second parameter is an object which must have a method called execute
that takes a list of the type ByteArray as a parameter. The ByteArray consists of all the primitive
type parameters that were retrieved automatically by NextServe.

The actual business logic of the service is located in the execute method of the custom object
and has no imposed limitations by NextServe. This means the business logic can consist of
basically any possible functionality that can be implemented in Java.
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Chapter 3

Design and Implementation

The ultimate goal of this thesis is to develop a mechanism to distribute tasks as services over a
SCN network (in our case using CCNx and NextServe plus some custom Java code) in an effi-
cient way by fulfilling the main criteria of performing Distributed Computing of a task: Faster
turnaround time than locally processing the task. Our first approach, called the Trivial Approach
(TA), is a very trivial, one-to-one ”translation” of our defined steps of Distributed Computing
combined with the ideas of SCN. Because this does not satisfy our criteria of improving the
turnaround time for solving a task, two further approaches are introduced: The Delegated Ap-
proach (DA) and the Probability-based Approach (PBA). The design of each approach is first
outlined in a neutral way, independent to any implementation-related questions. After that, in
the implementation section, the focus is to show how the design of each approach can be imple-
mented using just CCNx, NextServe and some custom Java code.

3.1 Trivial Approach (TA)

The TA is an attempt to very closely combine the idea and steps of Distributed Computing with
the principles of Information-Centric Networking (ICN). All the steps of Distributed Computing
that involve communication between two or more nodes are handled in an ICN manner.

3.1.1 Design

A translation of the definition of Distributed Computing to the principles of ICN would consist
of the following steps:

1. The Requester, which represents an Information Consumer attached to an Information
Forwarder, defines the task that needs to be solved.

2. The Requester splits the task into several jobs. The jobs must be independent to each
other: No job should rely on results of or use the same resources as another job.

3. The Requester forwards the jobs as Interest Messages via the connected Information For-
warder to all its neighboring Information Forwarders and Information Providers. The
Interest Messages consist of the type of job along with the parameters for the job.
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4. All Information Forwarders and Information Provider on the ICN network that receive an
Interest Message will first check their own cache to see if there is any content already
stored that satisfies the Interest Message. If this is the case, this content gets returned to
the Requester as a Data Message and the Interest Message can be discarded. If there is no
such content in the cache, an Information Provider either decides to compute the job by
itself, discarding the Interest Message and returning the result as a Data Message to the
Requester, or to ignore the Interest Message. This depends mainly on whether or not the
Information Provider is capable of processing the Interest Message or not. Information
Providers that are capable of processing the Interest Message are called Providers in our
terminology. This means, there can exist Information Providers that are not regarded as
Providers by our terminology: These Information Providers can be ignored, since they
do not contribute any work to the distribution or processing of the Interest Message and
simply represent a dead-end in the network. Information Forwarders that do not have a
matching content in their cache will always forward the Interest Messages to the neigh-
boring Information Forwarders and Information Providers.

5. After a Provider has processed an Interest Message, a Data Message containing the job
result is returned to the Requester over the ICN network by breadcrumb routing.

6. The Requester waits until each expressed Interest Message has returned a corresponding
Data Message, which contains the result of the job the Interest Message was representing.
Once this is the case, the results of each job are merged to form the result of the initial
task.

The actions in these steps can be divided into those that concern the Requester (flow chart
in Figure 3.1) and those that concern the Providers (flow chart in Figure 3.2). As can be seen
in the flow charts, only the Requester knows the current state of the distribution process. After
the Providers publish their service, they simply operate in an infinite loop, processing all service
Interest Messages they receive.

Figure 3.1: Flow chart: Requester in TA
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Figure 3.2: Flow chart: Provider in TA

3.1.2 Implementation

Our implementation of the TA is written in the programming language Java as an extension to
the existing code of CCNx and NextServe. The Requester is a custom Java application that acts
as Content Consumer and is hosted on a machine together with a regular Content Forwarder,
to which it is connected. The Providers are instances of NextServe acting as Content Providers
that are connected to a regular Content Forwarder which is hosted on the same machine. The
Content Forwarders of both the Requester and all the Providers are connected with each other
over the CCNx network, either directly (Figure 3.3) or via one or more intermediate Content
Forwarders (Figure 3.4).

Figure 3.3: Topology: Providers connected directly to Requester
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Figure 3.4: Topology: Providers not connected directly to Requester

Because a node in CCNx usually only has knowledge of its direct neighbors, with which
it can only exchange Interest Messages and Data Messages but not additional information such
as the amount of neighbors or other characteristics of the network, it is not possible for the
Requester to know how many Providers there are on the network.

3.1.3 Analysis

In some specific cases, the TA can be very efficient in regards to reducing the turnaround time
to solve a task. Imagine the case where many or all of the Interest Messages (that represent
the jobs) can be satisfied by content already cached somewhere in the network, close to the
Requester. The turnaround time will be much quicker than to locally compute the task, because
there is only retrieving of data instead of actual computing to be done.

However, there are also opposite cases. Consider the network topology being similar to the
one seen in Figure 3.4 and all caches on the network being empty. In this case, the Content
Forwarder that is connected directly to the Content Consumer receives all the Interest Messages
in the order they are expressed. Because no Interest Message is satisfied by any cached content in
the Content Store of the Content Forwarder, in the current implementations of CCNx all Interest
Messages will end up being broadcast to the neighboring Content Forwarders on the network.
This means that all Interest Messages arrive at each connected Content Forwarder. On each
of these Content Forwarders, the Interest Messages will either be passed on to the connected
NextServe instance that is serving as a Content Provider (if this node is part of a Provider) or be
forwarded once more to all connected Content Forwarders.

Every Provider in this scenario ends up processing each job that was expressed by the Re-
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quester. Even more so, the order in which the jobs are processed by each Provider will be
identical. So before the Requester is able to merge all the results of all the jobs that the initial
task was split into, it must first wait until at least one Provider has processed all of the jobs and
returned the job results. Ultimately, it would have been better for the Requester to express the
whole task as a single Interest Message or compute the task locally rather than splitting it up
into several jobs and expressing each of these jobs separately.

Examining this problem a bit more closely reveals that this situation actually occurs for
any network topology. Unless the strategy layer of CCNx routing is modified to support other
strategies instead of just broadcasting (e.g. Round Robin), there is no way that the routing on
a Content Forwarder would ever split or change the order of a set of incoming and outgoing
Interest Messages with the same service name. This is because for routing, the Content For-
warder currently just queues the incoming Interest Messages and forwards them one-by-one
while maintaining the order of the jobs.

In conclusion, the TA of distributing a task by splitting it into multiple jobs and expressing
these as Interest Messages has proven to be less efficient than to just express the entire task as
a single Interest Message, except for the (probably very rare) occasion when all or most of the
Interest Messages can already be satisfied from cache.

3.2 Delegated Approach (DA)

The DA tries to overcome the problems experienced with the TA by altering the way the jobs
get distributed to the Providers over the network. Basically, the idea is to not rely on the ICN
routing to distribute Interest Messages but to establish a separate, non-ICN connection between
the Requester and the Providers where the Requester can communicate with each Provider indi-
vidually.

3.2.1 Design

The order of events in the DA is the following: At first, the Requester scans the network for
potential Providers by expressing an Interest Message of the /scan service. The /scan service is
designed to recursively spread itself further over the ICN network: It contains information about
the kind of task the Requester wants to solve, along with the address over which the Requester
can be reached over a non-ICN connection. Each node that processes the Interest Message is
a potential Provider. If it provides the kind of service that is requested by the Requester (this
service is stated as a parameter within the Interest Message of the /scan service), the potential
Provider opens such a non-ICN connection to the Requester. Either way, whether it supports
the stated kind of service or not, each potential Provider re-expresses an Interest Message of the
/scan service to the network that again contains the kind of service that needs solving and the
address of the initial Requester. The origin flag in these Interest Messages strictly must be set
to ’non-cache’, because it’s crucial that the nodes actually process the /scan Interest Message
instead of serving it with an answer from the cache. The content of the corresponding Data
Messages that are returned is irrelevant. Due to the fact that each Provider that processes an
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Interest Message of the /scan service also re-expresses it, we can be sure that the /scan Interest
Message will arrive at each node of the ICN network.

After the Requester has sent out the initial /scan service Interest Message, it waits for a
given period of time to be contacted by potential Providers at the address it specified within the
Interest Message. To each Provider that reaches out to the Requester, a separate and independent
connection is established. When the waiting period is over, the Requester will know exactly how
many Providers are willing and capable of helping to solve the task. Based on this knowledge,
the Requester can optimize the number of jobs it splits the task into. For example, it is advisable
to have at least as many jobs as Providers so that each Provider can contribute in the first place.
Because the Requester and Providers are connected in a peer-to-peer, non-ICN way, they can
theoretically exchange all kinds of information, including also each Provider’s computational
resources. The scheduling (number of jobs, size of jobs, which job gets distributed to which
Provider, etc.) can therefore be optimized extremely well.

Now the Requester splits the task into separate jobs and encodes them as Interest Messages,
just as in the TA. However, these Interest Messages are then not expressed and distributed over
ICN routing, but instead each Interest Message gets forwarded over the non-ICN connection to
a specific Provider. Basically, the Provider could start processing its received Interest Message
immediately, but this would mean that during the whole distribution process, there is never
a check if any of the Interest Messages can be satisfied from the cache. Therefore, before a
Provider starts processing an Interest Message, it first expresses the exact same Interest Message
with the origin flag set to ’cache-only’ on to the ICN network. If after a certain time the Provider
does not receive a Data Message as a response to the Interest Message, it starts processing the
Interest Message itself. Once the Provider is in possession of the Data Message that contains
the result of the job represented by the Interest Message it returns this Data Message to the
Requester via the non-ICN connection.

After the Requester has distributed all the jobs to the Providers as Interest Messages via
the non-ICN connections, it waits until it receives for each of these Interest Messages a Data
Message that contains the job result. Once this is the case, it closes all the connections to the
Providers and merges the job results to form the overall task result.

Figures 3.5 and 3.6 show the sequence of actions performed by the Requester and the
Providers, respectively.
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Figure 3.5: Flow chart: Requester in DA

Figure 3.6: Flow chart: Provider in DA

Example

Imagine a network with one Requester, two Information Forwarders and two Providers. Infor-
mation Forwarder 1 is connected to the Requester and Provider 1, Information Forwarder 2 is
connected to Providers 1 and 2. Figure 3.7 shows the sequence of messages exchanged be-
tween these actors (for simplicity reasons without the cache-only Interest Messages that check
the repositories of the network).
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Figure 3.7: Sequence diagram: Actions performed by Requester, Information Forwarders, and Providers

3.2.2 Implementation

The DA can be implemented using CCNx, NextServe and some custom Java code that makes
use of TCP/IP socket connections. The Requester is represented by a custom Java program that
acts as a Content Consumer together with a connected Content Forwarder. The Providers consist
of a NextServe instance with a custom extension that acts both as a Content Consumer (because
it expresses Interest Messages to check the cache) and as a Content Provider (because it pro-
cesses service Interest Messages). The NextServe instance has the /scan service published and
is connected to a Content Forwarder. An example topology together with how the components
are connected to each other can be seen in Figure 3.8.
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Figure 3.8: Example: Possible Topology for DA

The custom Java code that gets executed by the Requester first retrieves the current IP-
address of the Requester and sees which ports are available to be used for the socket connections.
This information is then broadcast with a /scan service Interest Message over the CCNx network.
It is important that the Interest Messages for the /scan service always have the origin flag set
to ’no-cache’, otherwise a Content Forwarder might return some cached information for the
/scan service Interest Message instead of routing it to the Providers. As mentioned earlier,
in NextServe the business logic of a service (that gets invoked when a Interest Message of
the specific service is processed) is written in Java, meaning it is no problem to implement
the opening of a socket connection as part of the processing of the /scan service. Also, it is
possible to express Interest Messages from within the processing of a service and to wait for the
corresponding Data Message (or time-out when it takes too long). This is exactly what happens
when the Provider expresses its received job as a cache-only Interest Message to the CCNx
network to find out if the processing of the service Interest Message is actually necessary.

3.2.3 Analysis

The problems with the DA are very clear: It involves nodes exchanging their addresses to estab-
lish non-ICN connections. Over these non-ICN connections jobs are distributed and job results
are returned. Even though some parts of the communication (the /scan service Interest Messages)
are still handled purely by ICN and the jobs are correctly represented by Interest Messages and
job results by Data Messages, this is still too much of an infringement of the idea of ICN. As a
service distribution mechanism over ICN, the DA is not sufficient. To show that the DA actually
works, it was completely implemented as part of this thesis. However, we did not perform any
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evaluations with the DA because the results would not prove anything. The goal of the thesis is
clearly to design, implement and evaluate a service distribution mechanism for ICN networks.
On a side-note: The quick tests we performed did show that the DA does actually work very
well and would absolutely be a suitable solution for a peer-to-peer network service distribution
mechanism.

3.3 Probability-based Approach (PBA)

As seen in the TA, it is not possible to achieve an efficient distribution mechanism of services by
simply encoding the jobs as Interest Messages and expressing them over the ICN network. In
the DA, we found a way to delegate a job to a specific Provider (rather than to just distribute it to
every Provider like in the DA), but this was established by additional communication between
the Requester and the Providers using a non-ICN connection. This is to some extent not con-
form with our actual goal of creating a service distribution mechanism for ICN. The PBA is an
ICN-only approach that reduces communication between the Requester and the Providers to a
minimum. The only additional information (in comparison to the TA) the Requester distributes
to the Providers is a probability value called ’P-value’ that makes each Provider randomize the
order in which the incoming Interest Messages are processed.

3.3.1 Design

The P-value is the core element of the PBA. It is set by the Requester and added to the service
Interest Message (that contains a job) before it is expressed. The P-value acts as a probability-
based measure with which the Providers randomize the order of incoming service Interest Mes-
sages. When each Provider processes the Interest Messages that contain the jobs in a different
order, in almost any case this reduces the time it takes until the Requester has received the result
of each individual job via Data Message. Ultimately, this leads to a shorter turnaround time for
the distribution of a given task.

Apart from setting the P-value, the work-flow of the Requester in the PBA is the same as in
the TA.
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Figure 3.9: Flow chart: Requester in PBA

The behaviour of the Providers in the PBA is a lot more complicated than that of the
Providers in the TA. Basically, the design of a Provider can be abstracted into four layers:

Service processing layer This layer is responsible for processing the actual jobs that are en-
coded as Interest Messages. After processing, it returns the job results as Data Messages
directly back to the ICN network facing layer.

Decision making layer This layer takes Interest Messages from the queue (in the Interest Mes-
sage queueing layer), reads their P-value and makes the decision to either forward the job
contained within the Interest Message to the Service processing layer or to return it back
to the queue. On average, only once in P times the decision will be to forward the job.

Interest Message queueing layer This layer contains a queue where all incoming Interest Mes-
sages are stored.

ICN network connecting layer This layer connects to an Information Forwarder of an ICN
network. It publishes the services that the Service processing layer is capable of process-
ing to the ICN network.

These layers interact with each other with the goal to randomize the order in which Interest
Messages are processed. The routes that Interest Messages and Data Messages take between the
layers can be seen in Figure 3.10.
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Figure 3.10: Architecture: Layers of Provider in PBA

The incoming Interest Messages arrive via the ICN network connected layer. They are then
passed (1) on to the Interest Message queueing layer, where they are enqueued. The Decision
making layer constantly dequeues (2) the top Interest Message from the queue and reads the P-
value from the Interest Message. It then makes the decision whether or not the Interest Message
is processed and passed (3) on to the Service processing layer. If it decides not to process,
the Interest Message is returned (4) back to the Interest Message queueing layer where gets
enqueued again. This decision is based on a probability that depends on the P-value: On average
in 1 out of P times the decision is positive and the Interest Message is processed. In P-1 out of
P times the decision is negative. When an Interest Message ends up in the Service processing
layer, it is not directly processed right away. First, a cache-only Interest Message is expressed (5)
to specifically search for cached information in the ICN network with the same name as current
service Interest Message. This is due to the fact that the Interest Message may have spent a
significant amount of time in the queue of incomingInterest Messages. It is possible, that in the
mean time another Provider might have already processed the same service Interest Message.
Should it be the case that another Provider has already processed exactly this Interest Message,
then a corresponding Data Message would have been cached at some points in the network.
These would react to the cache-only Interest Message and return the cached result back (as a
Data Message) to the Provider that expressed the cache-only Interest Message. The Interest
Message processing layer in this case would know that it is no longer necessary to process this
service Interest Message (because it already received a Data Message containing its result). If
no Data Message has arrived after a certain time, then the Interest Message processing layer
finally can start to process the actual job. After the Interest Message has been processed, the
corresponding Data Message is passed (7) on to the ICN network connecting layer from where
it is returned to the Requester and cached in local repositories along the route.
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Figure 3.11: Flow chart: Provider in PBA

Randomizing processing order: Example

Imagine the case where the Requester splits a task into three jobs and sets P=2. The jobs together
with the P-value form three Interest Messages. The network consists of one Requester and three
Providers. For simplicity reasons, let’s assume that it takes one iteration for a Provider to de-
queue the next Interest Message and decide to either process the encapsulated job or enqueue the
Interest Message again, and two iterations to process the job contained in an Interest Message.

Iteration 0: Immediately after the Interest Messages representing the jobs have been dis-
tributed over the ICN network by the Requester, the incoming Interest Message queue on all
Providers looks identical.
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Figure 3.12: Example: Situation before iteration 1

Iteration 1: The Providers each “throw a coin” to decide whether or not they process the job
within the first Interest Message of the queue. Because in all Interest Messages the P-value is 2,
the Providers will decide to process, on average, in one out of two cases. Let’s say Providers P1
and P3 decide to process, while P2 decides not to process and place the Interest Messages at the
end of the queue instead. P1 and P3 now are busy processing the job, while P2 iterates through
its queue Interest Messages.

Figure 3.13: Example: Situation after iteration 1

Iteration 2: Only Provider P2 “throws a coin” to decide whether or not it processes the job
within the top Interest Message of their queue. P1 and P3 are busy processing their first Interest
Message (as defined earlier, the processing takes two iterations). Let’s assume that P2 decides to
process the Interest Message.
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Figure 3.14: Example: Situation after iteration 2

Iteration 3: All Providers are busy processing an Interest Message. The situation remains
the same as in Figure 3.14.

Iteration 4: Providers P1 and P3 have finished processing their first Interest Messages. They
return the result of the Interest Messages back to the Requester (as Data Messages) and both take
the next Interest Message from their queues to ”throw a coin”. Let’s assume that this time P3
decides to process the Interest Message while P1 decides not to.

Figure 3.15: Example: Situation after iteration 4

This mechanism continues on each Provider as long as there are Interest Messages in the
queue. The Requester always receives the Data Message of a processed Interest Message im-
mediately, meaning it only needs to wait until each job it expressed as an Interest Message has
been processed by just one Provider to be able to merge the job results to form the overall task
result. In the example above, this would be the case after iteration 5 when P3 finished processing
Interest Message 3.

3.3.2 Implementation

The PBA was already designed with certain limiting aspects of CCNx and NextServe in mind.
However, there is one CCNx related complication that was not discussed in the design section:
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Encapsulating the P-value in an Interest Message. The most straight-forward way would be to
just add a parameter to the service for the P-value. However, this proves not to be practical
because caching would be very limited. The problem is that two service Interest Messages that
contain the same job but different P-values would not be considered identical. Take the following
service as an example:

/math/factorial/("1000"/)

After extending this service with a parameter for the P-value, and setting P=3, it would look like
this:

/math/factorial/("3","1000"/)

If this service were processed once, the result of factorial(1000) would be cached under the
complete name:

/math/factorial/("3","1000"/)

When another Requester is interested in the same service but with a different P-value (e.g. P=5),
CCNx routing would not recognize that the result is actually already cached. This is due to the
fact that the new Interest Message would request a slightly different name:

/math/factorial/("5","1000"/)

Thankfully, there is a workaround the caching issue: NextServe supports nesting of Interest
Messages, meaning that an ”inner” Interest Message can be placed within the parameters of an
”outer” Interest Message. This way, the earlier example of the /factorial service including the
P-value can be split up into two Interest Messages, nested within each other:

/math/distribute/("10",/service/factorial/("1000"/)/)

Now, CCNx routing correctly routes the (outer) distribute service Interest Message to a
NextServe instance that has the /distribute service published. When this instance receives an
incoming /distribute service Interest Message, it can read the value of P, and decide if it chooses
to process the service Interest Message located within the ’service’ parameter of the /distribute
service Interest Message. The result of the inner Interest Message, in our case the Interest Mes-
sage

/math/factorial/("1000"/)

will then be issued and cached as a Data Message for both the inner and the outer Interest
Messages.

In our implementation a Requester consists of a custom Java program (acting as a Content
Consumer) together with a connected Content Forwarder, just like in the TA. Basically, the
custom Java program for the Requester used in the implementation of the TA just needs to
be extended to support the setting of the P-value and properly encapsulating the inner service
Interest Message (with the actual job) inside the outer service Interest Message (with the P-
value).
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The Provider consists of an instance of NextServe with some extended code. Together they
act as both a Content Provider and a Content Consumer. They are also connected to a Content
Forwarder. The Content Forwarder would represent the ICN network connecting layer explained
in the design section. The three other layers (the Interest Message queueing layer, the decision
making layer, and the service processing layer) are located within an extended code base of the
NextServe instance.

3.3.3 Analysis

The PBA seems to be an efficient way to distribute services on an ICN network. Because Interest
Messages representing a job cannot be delegated to specific nodes in an ICN-only network, and
there is no communication between nodes apart from Interest Messages and Data Messages,
the use of probability seems like the next best measure to prevent all Providers from processing
all jobs in the exact same order (which is the problem with the TA). The overhead to both
computation power and time, caused by having to make the decision whether to process Interest
Messages or not (and putting them back on top of the queue quite often), is a sacrifice that has
to be made. Of course, the PBA could still be optimized in many ways. For instance, is there a
clever way of choosing the right parameters for P-value and amount of jobs? If the Requester has
absolutely no information about the ICN network and has never tried to distribute a task before,
these parameters can really only be guessed. There could be no Providers available or there
could be thousands. If the Requester has distributed a task before, it really only has the time it
took for service Interest Messages to retrieve a corresponding Data Message and the order the
Data Messages arrive as an indication of the characteristics of the ICN network. The evaluation
part of this thesis will focus on testing the PBA with various for the P-value, the number of
jobs and the number of Providers, to see whether they have actually any influence at all on the
duration it takes to distribute a task or not.
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Chapter 4

Evaluation

This chapter covers the evaluation process. All performed tests are explained and the corre-
sponding measurements are presented and discussed. Due to the limitations that the Trivial
Approach (TA) and the Delegated Approach (DA) presented (namely not being efficient and not
relying exclusively on mechanisms of ICN, respectively) the evaluation process focuses on the
Probability-based Approach (PBA).

The evaluation process was split into two phases: The first phase focused on evaluating the
performance of the PBA as a service distributing mechanism in an ICN network independent
from the the specific ICN implementation used. For this, we developed a Java application that
can be used to measure the performance of the PBA on a model that behaves exactly like an ICN
network. In the second phase we performed a series of tests on an actual CCNx network together
with NextServe and the custom Java programs. These tests were divided into two scenarios: The
Basic Scenario with very little data traffic between the nodes, and a Real-world Scenario with a
lot of traffic between the nodes.

4.1 Model Testing

For model testing of the PBA, a Java application called PBA-Model was created that simulates
the behaviour of an ICN network that uses the PBA as the service distribution mechanism. The
PBA-Model allows for a four-dimensional input:

• duration

The duration of the overall task processing time (if it were computed locally).

• number of providers

The number of Providers that help process the jobs.

• number of jobs

The number of jobs that the task is split into.

• p-value

The P-value that remains constant for all jobs.
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If the task is split into n jobs, we assume that the sum of the durations of the processing time
of each job is equal to the overall task processing time. To achieve this, a special count task was
defined.

Count task

The count task has a constant execution time, independent of the actual processing power of
the machine that computes it. Furthermore, the task minimizes the amount of data exchanged
between Requester and Provider. It consists of counting from 1 to a given number N in steps
of one number per time interval and printing each number to a console. For example, the task
could be ”count from 1 to 10, one number per second”. The console output would be

1 2 3 4 5 6 7 8 9 10

and the execution time would be exactly 10 seconds. If we were to split this task into two jobs
that could be ran in parallel, the console outputs would be 1 2 3 4 5 and 6 7 8 9 10.
Assuming that the jobs are distributed to at least two separate machines, the execution would
take exactly 5 seconds plus the splitting, distributing and merging overhead.

The PBA-Model works and behaves exactly like the PBA described in Section 3.3, except
that there is no caching. If it can be proven that the PBA improves the turnaround time for
a given task (compared to locally computing it) even without utilizing cached information of
previously computed jobs, then it will most definitely improve the turnaround time when using
caching. This is because the retrieval of cached information for a specific Interest Message will
always be quicker than to compute it, so caching will even further improve the performance of
the PBA.

The PBA-Model has some global configuration variables: The counting speed by default
is 1 number per 1000 milliseconds. The speed at which the Providers dequeue the top Interest
Message on their incoming Interest Message queue before they decide whether to process the
contained job is also 1000 milliseconds. Finally, there is the speed variable. This by default is
1, which means the unit of the time measurement (in milliseconds) that is printed in the output
for a certain set of parameters is also how it was measured. When the speed is increased, for
example to speed = 100, then the output for the same parameters will be identical to those
at speed = 1, but the computation will only take 1/100 as long. There are two modes that the
PBA-Model can be executed in:

• Command-line mode: only one set of parameters

• Batch mode: varying, multiple sets of (iterating) parameters

4.1.1 Testing Setup

For all tests we performed with the PBA-Model, we used the batch mode and had the following
global configuration for PBA-Model:

• speed = 100

(the printed time measurements are multiplied by factor 100)
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• provider count interval = 1000 ms

(the Providers count 1 number per second)

• provider queue refresh interval = 1000 ms

(the Providers iterate through the queue of incoming Interest Messages at one Interest
Message per second)

4.1.2 Measurements & Discussion

From the parameters that need to be set each time the PBA-Model is executed, our only constant
one was duration = 100. This means that the task would take 100 seconds to compute
locally. All other parameters varied depending on what we were measuring. Because we con-
stantly set duration = 100, we are left with a three-dimensional input of parameters for all
measurements with the PBA-Model.

1st Series

In the first series we defined a range of values for each of these dimensions and measured the
duration to distribute the count task for every possible combination of values 10 times. These
measurements were intended to show whether or not the PBA actually is an improvement over
locally computing the task in the first place, and also which values make sense as an input for
with parameter.

The values we considered as inputs were:

• duration = 100

• number of providers = {2, 4, 6, 8, 10}

• number of jobs = {2, 4, 6, 8, 10}

• p-value = {1, 1.5, ..., 11.5, 12}

The measurements obtained this way can be aggregated for each considered number of
Providers separately to show the mean time duration it takes per P-value to solve the count
task with the PBA given the number of jobs the task is split into. For visualization reasons, the
plots in Figures 4.1, 4.2, 4.3, 4.4 and 4.5 only contain the graphs with the P-values of the set {1,
3, 5, 7, 9, 11}.
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Figure 4.1: Graph: Mean duration with 2 Providers for various P-values
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For the very small amount of only 2 Providers we can see in Figure 4.1 that for almost every
combination of P-value and number of jobs, the mean duration to solve the task is longer than
to just locally compute the task on a single machine.
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Figure 4.2: Graph: Mean duration with 4 Providers for various P-values
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Increasing the number of Providers from 2 to 4, as seen in Figure 4.2, already results in
reducing the mean duration to solve the task for any combination of P-value and number of jobs,
except for P-value = 1, which seems to be a special case. Interestingly, a lower P-value
seems to result in a lower mean duration, as long as the P-value is greater than 1.
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Figure 4.3: Graph: Mean duration with 6 Providers for various P-values

0	  

20000	  

40000	  

60000	  

80000	  

100000	  

120000	  

140000	  

2	   4	   6	   8	   10	  

!m
e	  
(m

s)
	  

number	  of	  jobs	  

P	  =	  1	  

P	  =	  3	  

P	  =	  5	  

P	  =	  7	  

P	  =	  9	  

P	  =	  11	  

local	  

With a total of 6 Providers in Figure 4.3, the same observation as for Figure 4.2 can be made:
The mean duration decreases (compared to the measurements obtained with 2 Providers less) for
every combination of P-value and number of jobs, expect for P-value = 1.
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Figure 4.4: Graph: Mean duration with 8 Providers for various P-values
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Figure 4.4 shows the graphs for combinations of P-value and number of jobs when distribut-
ing the task to 8 Providers. It appears that the shortest mean duration of solving the task is no
longer necessarily achieved with a small P-value (such as P-value = 3) but rather for a P-
value in the middle of our specified range of values (when splitting the task into 6 jobs or 8 jobs,
P-value = 7 actually has the shortest mean duration).
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Figure 4.5: Graph: Mean duration with 10 Providers for various P-values
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When using a total of 10 Providers to help processing the task (shown in Figure 4.5) it
is visible that the choice of P-value no longer has much influence on the mean duration of
processing the task: For any P-value of the set 3, 5, 7, 9, 11, the measurements are very close
together for the same number of jobs that the task is split into.

As we can see from Figures 4.1 to 4.5, the mean duration to solve the task decreases for a
growing number of Providers. This makes a lot of sense since having an additional Provider
available to distribute and compute a task (while not changing the parameters of the P-value and
the number of jobs) will not increase the duration of computing the task. In some cases, this will
actually decrease the duration of solving the task because the Requester doesn’t have to wait as
long to have all the job results available to merge.

The critical number of Providers that help processing the task seems to be around 4. If there
are less than 4 Providers available, for almost all combinations of P-value and number of jobs,
distributing the task and having multiple Providers compute the task actually takes longer than to
just compute the task locally on a single machine. As for the number of jobs, it is clearly visible
that this should not exceed 6 jobs, as the duration increases for any number after that. However,
the higher the number of Providers, the more equal is the mean duration of distributing the task
for a varying number of jobs.

What also is visible in the graphs of Figures 4.1 to 4.5 is the fact that setting P-value = 1
will always lead to a longer duration of solving the task than locally computing it. The reason
is that with a P-value of 1, every Provider will always decide to process each of the incoming
service Interest Messages. Essentially, the situation will be identical to that experienced with the
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TA: Every Provider will process the service Interest Messages in the order they arrive (which
is the same for each Provider) and the Requester will have to wait until the first Provider has
finished processing every single service Interest Message (representing every single job). It
would be faster to just send a service Interest Message consisting of the complete task and
splitting the task into multiple jobs and distributing them separately.

In Figures 4.1 to 4.5 we can also observe that lower P-values seem to result in a shorter
duration, as long as the P-value is greater than 1. This also seems understandable, since a
higher P-value means that the Providers spend more time iterating through the queue of incoming
Interest Messages before they decide to process a specific one.

Another way to aggregate the measurements is per number of jobs (Figure 4.6) and per
number of Providers (Figure 4.7). For the aggregation of number of jobs, the measurements for
all values of numbers of Providers are consolidated (per considered P-value), and vice-versa.

Figure 4.6: Graph: Mean duration depending on number of jobs for various P-values
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Figure 4.6, where the measurements are aggregated per number of jobs, confirms our earlier
observations: The optimal P-value seems to be in the range between 3 and 5, and the optimal
number of jobs around 4.
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Figure 4.7: Graph: Mean duration depending on number of Providers for various P-values
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Figure 4.7 confirms the fairly logical conclusion that the mean duration (for any tested P-
value except 1) decreases as the number of Providers grows. Interestingly, for a growing number
of Providers the influence of the P-value is reduced: The larger the number of Providers, the
closer together are the mean durations of all the tested P-values (except P-value = 1).

2nd Series

The second series of measurements with the PBA-Model focused on a detailed examina-
tion of the P-value’s influence. In addition to the duration parameter, we also set
number of providers and number of jobs to constant values. The only variable
parameter for the 2nd series therefore was p-value. For each P-value we measured the
turnaround time 20 times. From this we determined the mean, the standard deviation (SD),
the minimum and maximum turnaround time for each P-value.

• duration = 100

• number of providers = 4

• number of jobs = 4

• p-value = {1, 1.1, ..., 19.9, 20}
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Figure 4.8: Graph: Duration to solve task depending on P-value

0	  

20000	  

40000	  

60000	  

80000	  

100000	  

120000	  

140000	  

160000	  

180000	  

200000	  

1	   2	   3	   4	   5	   6	   7	   8	   9	   10	   11	   12	   13	   14	   15	   16	   17	   18	   19	   20	  

!m
e	  
(m

s)
	  

P-‐value	  

local	  

mean	  

SD	  

min	  

max	  

In Figure 4.8 (where the mean duration, standard deviation (SD) of the duration, minimum
value and maximum value of 100 measurements of the duration per tested P-value are plotted)
it is immediately visible that after about p-value = 4 the mean duration and all associated
values slowly increase as the P-value grows. Therefore, at least for our chosen number of 4
Providers, the chosen P-value should not be greater than 4. For just about every tested P-value,
the maximum duration that was measured was greater than 100 seconds. This means that there
is never a guarantee that distributing the task will necessarily have a positive influence on the
turnaround time. However, looking at the minimum duration that measured during the 100
iterations for each P-value, we can also see that it is still possible for the duration to be below 40
seconds, regardless of P-value.

4.2 Basic Scenario

For the Basic Scenario the count task (as described in Section 4.1) was fully ported to a PBA
implementation in an CCNx/NextServe environment. The /count service for NextServe that
behaves just like the count task was implemented as part of this. The goal of the Basic Scenario
is to prove that the results we obtained with PBA-Model also hold in a concrete implementation
of the SCN paradigm. As described earlier, the count task tries to rule out all possible outside
factors of the evaluation process that could interfere with the time measurements. Possible
outside factors include limitations of the disk reading/writing speed and processing power on the
physical machines, as well as limited speed and bandwidth between the nodes for data transfers.
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4.2.1 Testing Setup

For the measurements, we used just one physical machine that hosted five Virtual Machines
(VMs). VM1 represented the Requester and ran a CCNx node acting as a Content Forwarder,
together with a custom Java program that took care of splitting the the count task into count
jobs, expressing the service Interest Messages and finally merging the jobs results. VM2, VM3,
VM4 and VM5 were the Providers: They all ran CCNx as a Content Forwarder together with an
instance of NextServe extended by some custom code that was capable of performing the count
service required to solve the jobs. All five machines were assigned their own IP-address, with
which they all were connected to each other over a CCNx network.

Figure 4.9: Testing setup for the Basic Scenario

4.2.2 Measurements & Discussion

Our measurements had number of providers constantly set to 4. The duration of the
count task was set to 100 seconds. For number of jobs we tried all of the values of the set
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{4, 6, 8, 10, 12}, and for p-value those of the set {1, 2, ..., 11, 12}. Again, for readability
reasons the graph only display the measurements for the P-values of the set {1, 3, 5, 7, 9, 11}.

Figure 4.10: Graph: Duration of Basic Scenario for various P-values
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From the visualized measurements in Figure 4.10 we can read that the PBA also performs
well in a concrete implementation of SCN (in our case CCNx/NextServe). We can observe that
again for P-value = 1 the duration for distributing the task is longer than to locally solve the
task, but for any other P-value greater than 1 this is no longer the case.

4.3 Real-world Scenario

The Real-world Scenario aims to be a lot more realistic than the Basic Scenario: The task is to
transcode a video file from a specific file format to another.

We have the video file movie.avi (MPEG-4 video and AAC sound) of 10 minutes length
with a 1080p resolution. This needs to be transcoded to a .mpg video file (PAL DVD format
MPEG-2/H.262) with a smaller 576p resolution. As in the Basic Scenario, we compared and
evaluated the duration of computing this task locally to distributing it using the PBA distribution
mechanism in a CCNx/NextServe network. Again, we also considered different P-values and
variable numbers of jobs that the task was split into. To reduce the complexity of the Real-world
Scenario, we made some basic assumptions:

• There is only one transcode operation, meaning it is immediately clear that a given file
needs to be transcoded from 1080p .avi (MPEG-4 video and AAC sound) to 576p .mpg
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(PAL DVD format MPEG-2/H.262). So there are no parameters necessary to define the
input and output file format of the /transcode service.

• All Providers already have the original to be transcoded movie.avi video file available
locally. So as soon as a Provider decides to process a an Interest Message of the /transcode
service, it does not first have to retrieve the original video file. If this weren’t the case, our
measurements would depend a lot more on how the original video file movie is available
on the CCNx network initially, rather than on the effectiveness of our service distribution
mechanism.

• The /transcode service requires the parameters file, start and end. file needs to
be name of the movie file, start is the second mark of where to start transcoding and
end is the second mark of where to end transcoding.

Example

A service Interest Message to receive the transcoded part between minutes 1 and 3 of the file
movie.avi would have the following name:

/video/transcode/(movie.avi,"60","180"/)

4.3.1 Testing Setup

For the measurements, we used five physical machines (PMs). PM1 represented the Requester
and ran a Content Forwarder together with the custom Java program. PM2, PM3, PM4 and PM5
were the Providers: They all ran a Content Forwarder together with an instance of NextServe.
They also had published the services required by the Requester in this scenario, namely the
/distribute and the /transcode services. All five physical machines got assigned their own IP-
address, with which they were connected to each other over a CCNx network.
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Figure 4.11: Testing setup for Real-world Scenario

4.3.2 Measurements & Discussion

For the parameter number of jobs, we considered the values of the set {2, 4, 8}. For the
parameter p-value, we considered those of the set {1, 2, 3, 4, 6, 8, 12, 16, 32, 64}. For each
combination of number of jobs and P-value, we ran the transcode task four times and measured
the duration from the moment the task is launched until the final transcoded video file is fully
merged and available on the Requester. We also measured how long it would take the Requester
to locally perform the complete task of transcoding the entire 10 minute video file.
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Figure 4.12: Graph: Duration of Real-world Scenario for various P-values
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Figure 4.12 proves to us that the PBA is also successfully able to reduce turnaround time for
a task we consider to be a Real-world task, albeit with less margin than we experienced on the
Basic Scenario. It becomes clear that for the PBA to be efficient, parameters such as number
of jobs and P-value need to be selected carefully. If the number of jobs is too small (e.g. 2) or
too big (e.g. 8), for most P-values distributing the task is no longer more efficient than locally
processing it. Once again, we can observe that for our rather small number of 4 Providers the
best results are achieved with low P-values no greater than 6.
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Chapter 5

Conclusion

5.1 Summary & Conclusions

In this thesis we designed and implemented three different approaches of a service distribution
mechanism for Information-Centric Networking (ICN). The Trivial Approach (TA) appeared to
not reach our goal of reducing the turnaround time for solving a task compared to locally pro-
cessing it. The Delegated Approach (DA) seemed very promising with regard to performance,
but it used some elements such as direct peer-to-peer connections that were not conform with the
principles of ICN. Our third and final approach, the Probability-based Approach (PBA), finally
appeared to both satisfy our criteria of being completely ICN-conform and actually distributing
a task in an ICN network in a more efficient way than having it processed locally on a single
machine. We developed a concrete implementation of a service distribution mechanism based
on the PBA as an extension to CCNx and NextServe with which we could also successfully
obtain measurements that confirmed our theoretical evaluation.

However, it must also be pointed out that it became evident that the ideas behind ICN and
Distributed Computing are not fully compatible with each other: A very important aspect of
Distributed Computing is the fact that a task can be split into jobs which are delegated to specific
Providers, and not just broadcast to the entire network. To achieve delegation of a job to a
specific Provider, the exact identity and therefore the location of the Provider would need to be
known by the Requester. This is a contradiction to the main idea of ICN, by which the location of
information is irrelevant and only its name is of importance. This leaves the conclusion that it is
not completely possible to implement straight-forward Distributed Computing with the current
form of ICN, simply because exact delegation of jobs is not permitted in ICN. Regardless of
this, we were still successfully able to prove that it is certainly possible to find a consensus
between the the two fields of ICN and Distributed Computing: The PBA is a service distribution
mechanism conform to the ideas of ICN that works in many ways according to the functioning
of Distributed Computing.
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5.2 Future Work

There are multiple areas where future work could be considered on this topic. For a start, the
scheduling mechanism of the PBA could be improved further. Rules need to be defined how
to choose the best P-value with which to begin a distribution process. A mechanism for the
Requester to dynamically adjust the P-value depending on the return rate of expressed Interest
Messages could also be considered. Another research topic could be to adapt the idea of ICN so
that the functionality of Distributed Computing can more closely be implemented.
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