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Abstract: Multi-path routing can provide robustness and load bafeméo com-
munication in wireless mesh networks (WMNSs). We presentrauxiimplementa-
tion of an existing multi-path routing scheme and evaluaie our inhouse WMN
testbed. In addition to our implementation, we describetélsébed where we per-
formed evaluations regarding end-to-end delay and paokst |Furthermore, we
identify the limitations of the implemented protocol in akevorld scenario with
interferences due to dense node placement as well as #uitg4petworks and dis-
cuss possible enhancements and general directions ofchsea

Keywords: wireless mesh networks, multi-path routing, experiméotatAODVM,
testbed

1 Introduction

These days, wireless networks are a common element of exehfel. In most cases, however,
these networks are infrastructure networks relying onreénéd entities (“access points”) for
coordination and routing. In some cases, setting up suchfeastructure can be impractical,
especially when the network has to be up and running as quaskipossible and/or when in-
stalling a wired backbone network is undesirable or imgmesiThis is where so-called wireless
mesh networks (WMNs) become important. A WMN consists oepehdent nodes commu-
nicating with each other over wireless links and therefoithout the presence of any wired
infrastructure.

Such networks, while generally easier to deploy, have a hgkhof link failure due to en-
vironmental changes, e.g., weather or other wireless mkswd/oreover, nodes may leave the
network, been shut down or change their position at randomagi The nodes in a WMN have
to rely on presence announcements from their neighborsimiestof heavy data traffic, how-
ever, this information can be lost due to interference betwgata and management traffic. This
can cause nodes to falsely assume link failures and possghiyn the route discovery process,
unnecessarily disrupting network activity.

In order to add additional redundancy and/or capacity tt sunetwork, several multi-path
extensions to existing ad hoc routing protocols have beepgsed. These extensions allow any
member of the network to find multiple paths to any other mamligch can then be used either

as fallback routes or to distribute the payload, thus algwiior better utilization of available
bandwidth.
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In this paper we are going to present our experience with érileose protocol extensions,
explaining its operation, how we implemented it in Linuxwhwe tested it and which results
those tests yielded.

Our contribution is the implementation and evaluation of @tispath routing scheme in a
Linux-based wireless mesh testbed deployed at our institut

2 Related work

Research on wireless multi-path routing protocols produseveral proposals for multi-path
extensions to existing single-path ad-hoc routing prdgyazamely to the Ad hoc On-Demand
Distance Vector (AODVPBD03J) and the Dynamic Source Routing (DSR{MO07]) protocols.

Among the distance-vector routing protocols, proposedresibns to AODV include Ad hoc
On-Demand Distance Vector Multipath (AODVMKTO03]), the Ad hoc On-Demand Multipath
Distance Vector (AOMDV MDO02]) and the Similar Node-disjoint Multipath Routing (SNDMR
[XYXO05]) protocols. They differ in the way route discovery workslaas a result, in the amount
of “disjointness” between multiple paths, e.g. AODVM patre node-disjoint while paths in
AOMDYV are link-disjoint, meaning that in AOMDYV several pathan use common nodes which
is not possible in AODVM (see FigurB.

link disjoint
O O
SNe

destination

source

node disjoint O, —
destination

P oo ©

source

Figure 1: Link-disjoint and node-disjoint paths

However, source-routing also has its multi-path proposats Split Multipath Routing (SMR
[LGO1]), based on DSR. SMR differs from the AODV derivates not anlyt being a source-
routing protocol but also in the fact that the number of pashspecified before the route dis-
covery process and the protocol will try to make those patidigoint as possible (“maximally
disjoint”).
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3 Multi-Path Routing Scheme: AODVM

The Ad-hoc On-demand Distance Vector Multipath (AODVMKTO3]) routing protocol is a
multi-path extension to the Ad-hoc On-demand Distancedrdé&tODV [PBDO0J) protocol. The
main difference lies in the route discovery process (seerEig). As in AODV, the process starts
with the source node broadcasting a route request (RREQ®gpéL) which is then forwarded
by intermediate nodes (2). However, instead of droppindiciaiie RREQs packets, intermediate
nodes also forward them to the destination as well and stéwamation on all forwvarded RREQs
in an RREQ table. For each forwarded RREQ, an entry in thealleecneighbor list is created
(3). These entries contain information on the neighbor tvisent the RREQ as well as the
distance (hop count) to the RREQ source.
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Figure 2: AODVM route discovery

In AODV, the destination only replies to the first RREQ it rees, any further requests are
ignored (4). In AODVM, however, each RREQ is answered by sgnd route reply (RREP)
packet back to the RREQ’s origin (5). The destination no@a telects the shortest path to the
source node in its neighbor list, forwards the RREP to thderend removes the corresponding
RREQ entry from its RREQ table (6/7).

Since all nodes constantly overhear the wireless mediugnkhew about all RREPs sent by
their neighbors. If a node detects a RREP transmissionmibves the RREP’s sender from its
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neighbor list to ensure that no further route replies camogrthe same route request are sent to
that node. This mechanism guarantees that all routes diseth\are node-disjoint, i.e. there are
no routes to the same destination sharing any common noelesigurel).

The node which initiated the route discovery stores a rautbé destination for each RREP
received and the destination stores a reverse-route totlhreesfor each RREQ received. The
traffic can then be distributed over the discovered pathsrdow to a packet allocation scheme.

4 Implementation

Our implementation of AODVMYKTO03] is based on AODV-UUINor], an AODV implementa-
tion which runs in the ns-2 network simulat@®F"00] as well as on real Linux machiné$fb02].

4.1 Operation

Netfilter

Hooks AODV

Kernel Module
(kaodv)

Linux TCP/
4

4—»@ Netlink Netlink
7y UDP Socket Socket

Kernel-space Socket ]

YvYYy
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Figure 3: AODV-UU architecture

AODV-UU consists of two main parts: a kernel module (kaodw)l @a user space agent (see
Figure 3). The kernel part uses netfilter hooks to listen to incomingd autgoing traffic. It
communicates with the user space agent over a netlink sazkef to initiate a route discovery
process when packets to unknown destination hosts showfop mute maintenance. The user
space agent handles all the routing packets for route désg@nd route maintenance. In order
to implement AODVM, we had to modify both, the kernel modutel ahe user space agent.

Since AODV-UU usually identifies a route by its destinatiorg had to add information about
the next hop because in general in AODVM several routes wighsame destination exist. We
modified the netlink messages sent from the kernel moduleritam the next hop’s MAC ad-
dress.

The user space application was modified to keep track of tkichop’'s MAC address in each
route. Also, the agent uses a netlink socket to communicitetie kernel. We enhanced the
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(size)

RTM_NEWROUTE FLAGS * N
(sequence no.) nlmsghdr
(PID)
iz I RTADST struct
(destination address) } rtattr
(size) | RTA_MULTIPATH
(next hop 1)
(next hop 2) :z::‘;
(next hop n)

* NLM_F_REQUEST | NLM_F_CREATE | NLM_F_EXCL

Figure 4: Netlink message to add a multi-path route. Bel@RMA_MULTIPATH attribute, the
different next hops are contained and form a multi-patheout

corresponding code to allow adding multi-path routes. I"DAM™ mode we send a message to
the kernel, asking to add a new route (RINMEWROUTE) with a specific multi-path attribute
(RTA_MULTIPATH) describing the possible next hops, that is, b paths (see Figurg. Since
there is no easy way to remove a single path from a multi-paiter the whole route is deleted
and then replaced by a new one without the no-longer valid. gather changes we made to the
user space application include:

e Add support for route discovery error (RDER) messages

¢ Modify the application to request an acknowledgement (RREK) for every RREP sent
to reduce the effect of lost RREP packets

e Keep track of neighbor nodes (RREQ table, neighbor list)

¢ Modify the way intermediate nodes reply when they receivRRIEQ
e Allow for multiple routes in the internal routing table

e Make sure the kernel loads the multipatrmodule

e Modify route management messages to support multipatiesout

4.2 Route Selection

Multipath route selection in AODVM was achieved with the afoost multi-path feature sup-
ported by recent Linux kernels, specifically with the myl&th round robin algorithm (see Fig-
ure 5). The kernel routing table holds several routes (next hpgs)single destination. The

5/12 Volume 17 (2009)



Multi-Path Routing in Wireless Mesh Network @

routing entries maintained by the multi-path routing poato A lookup in the kernel routing
table only delivers one route per destination out of all thiies. The selection of the route is
made according to scheduling algorithms (e.g., round jobiimerefore, the multi-path imple-
mentation is fully transparent for the applications. Usgsce communication software does not
need to care about route selection.

User Space Host 1

Kernel Space

Routing Table

Dest. | Next Hop

Host 2 A Route
Host 2 B Selection
Host 2 C Algorithm
Host n A

Figure 5: Kernel route selection

4.3 Challenges

During our implementation, we were confronted with severelllenges, such as:

e Linux’ netlink interface is not particularly well documet. Since, however, we needed
to use netlink for managing our routes, we ended up stripfiiegcode ofiproute2 [KH]
down to the bare minimum required for our route managemeshiraporting the parts of
the code which were not already covered by AODV-UU into oudeco

e Kernel APIs kept changing (and are still in constant flux)vpreing us from using up-to-
date kernel versions without constantly adjusting our cotlds was especially unfortu-
nate because wireless drivers for older kernels had staaiid reliability issues.

e During the course of our work, several new versions of AODV-Were released which
meant additional porting efforts to ensure compatibilitypor code with the new versions.

5 Testbed Setup

The nodes in our testbed were connected to a wired managemsvark. We used two note-
book computers and thirteen intermediate wireless mesasidthe notebooks served as source
and destination. They were both run Linux with 2.6 kernelgr Wireless connectivity, they
were equipped with Cisco Aironet PCMCIA cards (Atheros chigdwifi driver). For the sake
of simplicity, both notebook were connected by Etherneh&rhanagement network. For the in-
termediate mesh nodes we used the Wireless Router Apphcatatform (WRAPDor]), loaded
with a custom-made Linux distributiolsBLB07] based on Kernel 2.6.22.2. Like the notebooks,
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Wired Management Network

Wireless Mesh Network

Figure 6: Setup of our testbed with Wireless Mesh Networkraadagement network.

the mesh nodes were connected to the management networkhe@mét, the ad-hoc network
interface was running on an Atheros-based mini-PCI cartls thvé madwifi driver (0.9.3.3).

The nodes were distributed in two buildings of our institictereate a scenario where most of
the intermediate nodes had a direct link, the endpointsehierwydid not. This setup was chosen
in order to have a realistic scenario where interferencensak links pose additional challenges
to the routing protocol.

The measurements were coordinated via the managementrketvacript would initialize
all nodes with the correct routing protocol, start a videea (see Sectidh 1), shut down some
nodes at the appropriate time (in scenarios with forced raitlere), terminate the experiment
and collect and store the log files afterwards.

5.1 Traffic and Measurement Parameters

The network load was created by streaming a high-resolutideo file. We used the movie
“Elephants Dream?® and converted it to an MPEG-1 video (1024x576, 24fps, MPE@KBps)
using ffmpeg. The movie was streamed via UDP from the source notebooketadistination
notebook for five minutes, streaming was done using the VL@ianplayer, the movie was
stored on the source notebook.

The parameters measured were end-to-end delay and paskeFtr the delay, an ICMP echo
request (“ping”) packet was sent from the source to the nfgstin. To account for lost packets,
both the source and the destination notebook were runnpaytop during the experiment. The
generated log files were analyzed wishark[ Com] and filtered using Unix shell programs.

5.2 Failure Scenarios

Each protocol was evaluated in two scenarios: First, themxgnt was run for five minutes
without node failure. Then, in order to see how well the protse recover from lost routes, the
same scenario was repeated with a forced node failure aegtidap in the route from the source

1 http://orange.blender.org/download
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notebook to the destination after two and a half minutes. uUitirpath scenarios, only one of
the routes was disabled this way. We repeated our real-vesp@riments 20 times in order to
reduce the effects of temporary interferences.

6 Performance Evaluation

6.1 Packet Loss

Figure7 shows the average packet loss with each protocol and soemaat 20 runs in the 2.4
GHz ISM band. This was calculated by comparing the numberokgts sent with the number
of packets which actually arrived at the receiver.

Real-world comparison of AODV and AODVM

0.8

0.6
0.4
02 ﬁ
0
No failure Forced failure
Scenario

Packet loss, avg. over 20 runs

Figure 7: Average packet loss in 2.4 GHz ISM band

Strong interferences with several neighboring wirelessvokks around our institute caused
some base packet loss in all the experiments inside the 22116M band (IEEE 802.11b). In
general, packet loss with AODVM was higher than with AODV,anmg that the multi-path
extension actually performed worse than the single-patiamna While these results might come
as a surprise initially they do make sense in our case fordlt@nfing reasons.

Our issue with AODVM was that our testbed was pretty smallus'most nodes had a di-
rect link to most other nodes, meaning not only that comnatiino would be possible between
them, but also that traffic sent over one path would interfgth traffic sent over another path.
In AODV, only one such path is used, thus traffic can flow withay major inter-flow interfer-
ences. In AODVM however, traffic is spread over multiple gatfihis now leads to a high risk
of collisions on the wireless medium meaning that instead sihgle sent packet receiving its
destination, two sent packets collide and are both lost.

This became obvious after the first attempts at runningweald experiments: AODV peri-
odically sends out HELLO packets (RREP packets with a TTL ¢dInform a node’s neighbors
about the node’s presence. Initially, one such packet wasesery second and if a node missed
two consecutive packets from a neighbor it assumed thataighinor was no longer there. This
worked fine as long as the network was idle. As soon as we dteotgenerate traffic, how-
ever, we could literally see the network break down. Many HBlpackets never reached their
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destination, supposedly due to collisions with data packeur first solution was to double the
amount of HELLO packets. This did not work particularly w@he network was still very un-
stable) so we drastically increased the HELLO timeout (te@fbnds) which finally resulted in
a stable network. As there is no mobility in our network theréased HELLO timeout does not
limit the protocol’s performance.

Still, we do not consider this an ideal solution since othanagement traffic such as RREP /
RREQ messages might also collide with data traffic. The proldould be addressed by multi-
channel protocols where not all links use the same wireleasreel for communicating.

Also, when we switched our testbed to IEEE 802.11a, the loarege of wireless signals at
5 GHz meant that more hops per path were required and thignnntade us realize an even
deeper problem: due to the nature of AODV’s route discovepcess, routes with very bad
connectivity were chosen over much better routes with mopsi{see Figur®). In addition,
the communication gray zonesNTO02] significantly affected the measurements in the 5 GHz
setup. Some nodes were able to successfully exchange HElds9ages between each other,
but no data messages could be exchanged. This meant thatreénavrelly ever able to com-
municate through the network with the other end point bezaus would always have at least
one extremely poor link in between. In order to make the nekveperating, we eliminated the
completely dead links (with no possible data transmissignMAC filter. But still when doing
this, we observed similar packet losses than shown in Figdoe the 2.4 GHz ISM band due
to selection of bad paths with low hop count. The integratbm link quality metric such as
ETX [DABMO3] in the route-selection process taking the link qualityiatcount would cer-
tainly improve the results. Moreover, the proposed sohgtito the communication gray zone
problem of AODV presented irL NT02] have to be implemented for future measurements. The
disadvantageous managing of unstable links has been asoveld in BDO7].

Link quality

bad (packet loss > 25%)
medium (packet loss < 25%)
best (packet loss < 5%)

Figure 8: Selecting bad paths over good ones

In order to reduce the problem of interfering multiple patomodified route discovery process
which tries to find interference-disjoint paths is requiréthile several such paths might not
always exist, taking interference into consideration miyiroute discovery could also be done on
a best-effort base, that is the discovery process couldbtavoid interfering paths if possible,
yet not completely forbid them.

9/12 Volume 17 (2009)
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6.2 End-To-End Delay

In order to calculate the end-to-end delay, 20 ICMP echoesiguwere sent from the source to
the destination at the start of the experiment in the setulp tnransmission in the 5 GHz band
(IEEE 802.11a).

Real-world comparison of AODV and AODVM
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Figure 9: Average round trip time using ICMP echo in 5 GHz

Figure9 compares the end-to-end delays for the different protocdls ran the end-to-end
delay measurement twice in each scenario, in order to ditmithe initial delay due to route
discovery in the second run.

As the Figured shows, we observed good round trip times. The bad links danflaence the
results for the small ICMP echo packets (64 bytes). In géndéra results were slightly better
when the route-discovery process was done before the aotuad-trip-time measurement.

In general, as we have expected, there is no significantelifée between the end-to-end de-
lays of AODV and AODVM. Nevertheless, the end-to-end deiay8ODVM are usually a little
higher. Other than AODV, AODVM does not only use the best gmthalso other, worse alter-
natives (see Figure0). As traffic is now sent over all routes using a simple rouaioit scheme,
there are packets using the fastest path and other packets slswer ones, thus producing
higher average values. Note that these routes typicallyt wi@nfour (or more) intermediate
nodes.

faster path

| E—

V

slower path

Figure 10: AODVM may create additional, slower paths
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7 Conclusion

Our results confirmed the disadvantageous route selecti®®DV and AODVM. By simple
selection of the shortest paths (hop count), the protootégrate links with high packet losses
or even completely dead links due to the communication gome zroblems. They further
show that “compact” network topologies yield increaseaiif@rences when using multi-path
routing, up to a point where the bandwidth benefits from thditemhal paths are more than
annihilated by the additional interferences. If tested bigger testbed, AODVM might create
more interference-disjoint paths than in our case.

In order to fully profit from the strengths (redundancy, Idzalancing) of multi-path rout-
ing protocols in compact networks, we propose combiningtirpalth routing protocols with
multi-channel communication. For this, improved metriostsas MIC Y WKO05] + iIAWARE
([SBMO04]) are necessary. This will be addressed in further research

Moreover, efficient usage of the frequencies in one of trenbe-free industrial, scientific and
medical (ISM) bands is rather complex and remains a yet ueddksue. Today, for example,
the 2.400-2.500 GHz range is crowded with lots of differeminmunication networks. They
are all causing interferences and therefore affect theativesmmunication performance. We
have observed this even at our institute during the measmsnas there are several networks
operated by other groups which caused some base packenloss experiment. Therefore,
investigations on dynamic channel allocation schemestéhkattheir environment into account
are required. They should try to employ the temporarily eausvhite spaces” in the available
frequency band to reduce the interferences to a minimums Wbuld lead to a more efficient
and robust communication infrastructure.

Acknowledgements: The work presented in this paper was supported by the Swissrida
Science Foundation under grant number 200020-113677/1.
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