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ABSTRACT

Virtual LANs (VLANS) allow to interconnectisersover campusor wide areanetworks andgivesthe usersthe impressioras
they would be connectedo the samelocal areanetwork (LAN). The implementatiorof VLANS is basedon ATM Forum’s
LAN EmulationandLAN/ATM switchesproviding interconnectiorof emulated_ANs over ATM andthe LAN portsto which
theusers endsystemaareattachedo. The paperdiscussepossibleimplementatiorarchitectureanddescribesadwancedea-
tures such as™V short-cuts, QoS, and redundgreoncepts.

Keywords: virtual LANs, LAN Emulation, Switching, AV

1. INTRODUCTION

Local AreaNetworks (LANSs) suchasEtherner TokenRing arewidely usedto interconnectomputersn companiesyniver-
sitiesor otherinstitutions.LANs arethebasisfor differentprotocolssuchasTCP/IR SNA, Netbios,Appletalketc.LANs have
initially beenimplementedassharednedianetworks,i.e. arelatively high numberof endsystemsareconnectedo acommon
media and hee to share thevailable network bandwidth.

Duringthelastyears LAN switcheshave beenintroducedoroviding anincreasediumberof portswith asmallnumberof con-

nectednodesor with evensinglenodes.The LAN switchesperformbridging/switchingfunctionsto forward packetsamong
the ports. The conceptof connectinga few nodesto a single port (micro-s@mentation)providesseveral benefitsLessnodes
have to sharethe available bandwidthof the transmissiommedium.Performanceroblemsdueto mediaaccessollisionsare
reducedPortscanbe groupedtogetheraccordingto their logical working group membershipor to their layer3-subnetwrk

addressReconfiguratiordoesnot requirecabling changedut only switch managemenand dueto the hierarchicalcabling
structure, cable disruptionsveaonly efect for the nodes connected to the corresponding port.

Thenext logical evolution stepof micro-sgmentatiorarevirtual LANs (VLANS). A VLAN is abroadcastiomain(e.g.,anIP
subnet)that is independenbf the physical topology with membershipgovernedby a setof policiesor rules. Switching or
bridgingis usedwithin VLANs androutingis usedbetweerVLANs. All devicesof aVLAN suchasbridgesrouters,andend
systemdhave the sameview asif they would be connectedo acommonregularLAN. VLANSs areatechnologyfor companies
willing to interconnectifferentLAN attachedendsystemé&PCs workstationsseners)via abackbonenetwork. Thebackbone
network may consistof alocal ATM network to supportVLANs over a campusor a public ATM network to supportVLANs
over the wide area.

VLANSs provide all the LAN benefitsover public wide areaATM networks. They areimplementedbasedon LAN switches
which areinterconnectedver ATM usingLAN emulation(LANE) [1]. CampusATM switchesareconnectedo public wide
areaATM switcheson onesideandto LAN/ATM switcheson the otherside.In addition,network equipmentproviding ser-
vices for LANE (LECS, LES BS), bridging, routing etc. are connected to the camjié gwitches too.



2. VLAN BENEFITS

LANs aremainly requiredwithin compary networkscoveringasinglelocationor campusHowever, companiesareexpanding
and branchesare more and more distributed over differentlocations.More often, usersat differentlocationshave to work

togetherandhave to sharedatalocatedat commonseners. Sucha scenariowhich occurswith a single but distributedcom-

pary or with a so-calledvirtual compaiy, would highly benefitfrom VLANs. The ATM-basedVLAN technologyallows to

meetemeping customerrequirementghat can not be met by legacy LANs suchas high bandwidthand other properties
requiredfor multi-mediacommunicationThe VLAN technologyprovidesseveral benefitsfor network providersandthe cus-
tomers’ network administrators, operators, and users.

Flexibility

Futurenetworks mustsupportiogical structuresandorganizationswithin a compaly andbetweercompaniesuchaslogi-
cal workgroups Workgroupsare small or large collectionsof end-usersharingcomputingresourcesCreationof work-
groupshasto besupportedrrespectve of the physicalinfrastructurej.e. workgroupshave to bedefinedbasecdn attributes
of usersandtheir endsystemssuchas|P subnetaddressesvenif workgroupmembersaregeographicallydistributedor
belong to diferent companies.

Support of Vérkstation / User Meements within a Compgn

Today compaly organizationsare becomingmore and more dynamic.The mobility and movementsof userswill cause
considerablexpenseassociateavith re-wiring andnetwork managemertasks.Thus,administrationof moves,adds,and
change®f deviceswithin abuilding or campushasto besupportedin aVLAN environment,hostmoves,adds,andchan-
gescanbeimplementedautomaticallysinceVLAN memberships independenof physicaltopology If auseror asener
movesfrom onelocationto the other no migrationconceptor expensve re-wiring mustbe performedTheold port of the
users endsystemor the sener mustberemovedfrom the VLAN, while thenew porthasto beaddedto the VLAN. These
changexanbe madeeffective by softwarere-configurationlf acertainsetof portshasalreadybeenassignedo a VLAN,
the userscan arbitrarily move betweentheseports even without ary re-configurationln additionto port-basedVLANSs,
several sub-VLANs canbe built within the VLAN basedon MAC addressegyrotocolIDs, IP subnetaddressedP multi-
castgroupaddressuserdefinedprotocolheadeffieldsetc. A portis assignedo a sub-VLAN basedn traffic analysisona
givenport. For example,if anlP andanIPX sub-VLAN have beendefined theaccessleviceslearnwhich kind of protocol
is running at the attachedend systems Someports are assignedo the IP VLAN, while othersare assignedo the IPX
VLAN, somemaybeevenassignedo both.In thatcasea purelP portdoesnotseeary IPX frame.This avoidsunneces-
sary flooding of broadcast tfaf.

Mobile Users

Portablecomputersarebecomingmoreandmorepopular For example,salespersonsnight wantto accesgshelarge data-
basesn their companiesvhile negotiatinga contractwith their customersMobile usersupporthasto enablemobileusers
to getaccesgo the network from ary point without changingconfigurationor addressesn their computer Mobile users
simplelog in from ary pointover public networksor overthe Internetandparticipaten their VLAN ervironmentassitting
in their ovn office.

Performance

Performanceprovided by the ATM-basedVLAN technologyis comparableo that of a regular LAN allowing to run ary

applicationbehaing well in thelocal ervironmentalsoover thewide area.Popularexamplesareclient/serer applications,
businessapplicationdbasedn SNA, Intranetandinternetapplicationsmultimediaapplicationsetc. The bandwidthavaila-
ble to a useris limited by the bandwidthof the accesdink, i.e. thelink betweernthe endsystemandthe accesswitch,and
the bandwidthof the ATM network interconnectinghe switches However, ATM is a scalabletechnologywith available
productssupportingaccesshandwidthsup to 622 Mbps today Moreover, delay characteristicef ATM are muchbetter
thanfor legacy LAN technologyBroadcastraffic canbereducedoy intelligentbroadcastvoidancemechanismsesiding
in LAN/ATM switches. This helps to decrease the number o€ENtAmes sentw@r a port to the necessary minimum.

Security
TheVLAN concepiis anidealbasisto provide closedusergroupservicesTo implementsucha closedusergroup,onehas
to ensurethatall datacanbe accessetty memberof a specificgroup.An importantsecurityissueis limitation of broad-



casttraffic to VLANs. Datasentwithin a VLAN mustnot be broadcastetb devicesthatarenot memberof the VLAN in
orderto prevent unauthorizeddevicesto monitor traffic passingthe bordersof a VLAN. Only the hostsof a common
VLAN receve broadcasandmulticastframesoriginatingwithin thecommonVLAN. Securityof VLANS is similarto the
securitylevel of physically separatedetworks. This allows to avoid the implementationof costly securitymechanisms
such as passwd administration for seer access, firealls etc.

» Sener Centrg

LAN attachedendsystemsnaybelongto asmary VLANs asthey have network interfaces The ATM technologyenables
the creationof virtual network interfaces(LAN Emulationclients, LECs) allowing the end systemto assigneachvirtual

network interfaceto adifferentVLAN. An ATM attachedener systemcanbedirectly attachedo all the VLANS to which

the sener-specificservicesshall be provided. ATM attachedseners,endsystemsor LAN switchescanbe connectedsia

direct ATM connectionsin the caseof geographicallydistributed VLANS, single senerscansene all the usersof the

VLAN independentf theirlocation.lIt is, therefore not necessaryor a compary to run replicatedsenersat eachof their

locations.A network provider canconnectseners offering value-addedervicessuchas WWW, file, e-mail, backup,or

otherapplication-specifisenersdirectly to the public ATM network in orderto enablehigh-speedener accesgrom the

users’ end systems.

* Quality of Service
Multimedia andreal-timeapplicationdik e video conferencingor telephoty requirededicatedbandwidthfor high-speed
datatransferthatis not slowed down by high congestiorandlateng. In contrastto othernetwork technologiesATM is
ableto guarante®uality of Service(QoS)overthelocal or thewide areabackbonenetwork. DedicatedATM connections
canbeusedto interconnecthe LAN segmentswhich form the VLAN. ATM backboneswvoid performancealegradationas
they happen in corentional connectionless nedvks such as router nedvks.

e Multiprotocol Support

VLANSs provide LAN servicessuchasEthernetor Token Ring. A LAN serviceis independenbf higherlayer protocols.
All commonlyusedprotocolssuchasTCP/IR SNA, DECnet,AppleTalk andevennon-routeabl@rotocolssuchasNetbios
canrunontop of a LAN or VLAN service.This allows the VLAN technologyto be usedin arbitrary network erviron-
ments.VLANs canbe the basicplatformto implementlP networks suchasInternetsubnetverks, Intranetsor Extranets.
Companiesvith SNA equipmentanestablishSNA-specificVLANSs transportingSNA traffic directly on top of the LAN
servicewithout using encapsulatioiechniquessuchas datalink switching. Customerswvith mixed traffic can establish
severalindividual VLANS, eachVLAN for a certainprotocolfamily. For example,acompany with IP andSNA traffic can
establish an IP VLAN and an 3\VLAN, both VLANSs on top of the same netwk infrastructure.

* Costs

Thepublic VLAN serviceallows significantcostreductionfor customersiueto severalreasonsFirst, the VLAN service
allows a custometto implementsecurenetworksvery easilywithoutinstallingandadministerindirewalls, passverd based
authenticatiorproceduresequiredfor controlledsener accessetc. Second senersneednot to be replicatedfor several

locationsif acompauy is distributedover mary locations For example,acompary with N locationsdoesnot neecto install

andrun N replicatedsenersbut only asinglesenerfor eachsener function(e.g.,mail, backup file services)Themainte-
nanceof suchsenersin a single sener farm is much cheaperthan supportingeachsener function at eachlocation.
Anotherreasonfor reducedcostsis outsourcingof LAN management_AN managementaskscan be provided by the

VLAN serviceprovider. The VLAN serviceprovider cansupportall the customerdiy a single managemententer The

managementostsfor the provider are, therefore cheapethanthe sumof all the customers managementostsin thecase
the customers manage their netlts by themseks.

3. VLAN IMPLEMENTATION

3.1 Implementation Architecture

Thefollowing Figuresshow theimplementatiorof the VLAN servicebasedn IBM 8260campusATM switches|BM 8273/
8274LAN/ATM switchesandMultiprotocol SwitchedServicegMSS) seners.A MSS sener providesseveral differentser-



vicesfor LANE (LAN EmulationSener, LAN EmulationConfigurationSener), classicallP over ATM (ATM ARP Sener)
[5], bridging, and routing (IPX/IP routers, interior andegior routing protocols, NHRP).

The campusATM switchedocatedat the differentsitesof the VLAN network areinterconnectedia permanentirtual paths
(PVPs)provided by the ATM WAN. Many ATM WAN providerscurrentlydo only supportPVPsbut no SVCs.The campus
ATM switchterminateghe PVP andmapsall SVCsrequiredfor LAN Emulationto the PVPs.The campusATM switchcon-
nectsthe LAN/ATM switchesandotherATM devices(LAN emulationseners,LAN emulationconfigurationseners,routers
etc.)to the ATM network. This enableghe ATM devicesto establisiSVCstransparentipverthe ATM WAN. The LAN/ATM
switchesbuild the interfacebetweenLAN-attachedend systemsor other devices suchasroutersandthe ATM network. At
eachLAN/ATM switch membersof different VLANs may be connectedo the LAN (Ethernet,Fast Ethernet,Token Ring,
FDDI) ports.

—\<- LANE Server
/ Router

members of VLAN2

Figure 1: VLAN Implementationver ATM WANS

TheVLAN network architecturds shavn in Figure2. EachVLAN consistof anELAN asthebackbonenetwork anda setof

LAN portsassignedo the VLAN. In Figure 2, two VLANS, namelyVLAN1 (black) and VLAN2 (grey) arerealized.The
LAN/ATM switchesareconnectedo the ELAN formingthe VLAN backboneskE.g.,ELAN1 is thebackbondor VLAN1 and

ELANZ2 is the backbone for VLAN2.

The examplescenaricconsistof four sitesinterconnectedio eachotherviaan ATM WAN. Oneor moreLAN/ATM switches
may be installedat eachsite in orderto provide VLAN accesgor LAN-attachedclients (PCs/vorkstations).Several LAN/
ATM switchesof asinglesite areinterconnectedby local ELANs (ELAN1a, ELAN1b, ELAN2a, ELAN2D) in additionto the
global ELANs (ELAN1, ELAN2). This allows thatin error caseswhenthe global ELANs arenot accessibleg.g.dueto a
LAN EmulationSener (LES) failure,the LAN/ATM switchesat a singlesite canstill reacheachothervia the local ELANS.
The bridge parametersv&to be set such that the spanning tree algorithm enables the bridge ports to the gloabl ELANS.

Senerscanbeconnectedlirectlyto the ATM network. Thisallowsto implementacentralsenerfarm(sener centre) offering



servicego beusedby theindividual VLAN clients.In Figure2, theleft sener offersserviceso VLAN1, while the otherone
offersservicedor VLAN2. Exampledor thoseservicesarefile, WWW, backup,documentyideo, mail senersor proxy serv-
ers priding access to the Internet.
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Figure 2: VLAN architecture

3.2 Interconnection of VLANS

VLANs may be usedto implementclosedusergroups.In thatcase,only VLAN memberscanreacheachother If required,
interconnectiorof VLANs may be performedvia routers.A limited setof VLANs canbe interconnectedisingroutersand
installingaddressilters on theroutersin orderto allow communicatioramongcertainVLANs andto preventcommunication
amongothers.In Figure2, eachVLAN hasits defaultrouter All routersareconnectedvia specialrouterELANSs thatareused
only for routerinterconnectione.g. ELANR. The routersmay thenrun routing protocolssuchasRIP, OSPFE BGR etc. over
these dedicated router ELANSs.

If aclientof VLANL1 (client 1) wantsto communicatewith a client of VLANZ2 (client 2), the pacletis sentfrom client 1 via
ELANL1 to routerl, via ELANR to router2, andfinally via ELANZ to client 2. For theimplementatiorof routers MSS sener
releasel.1 [3], hasbeenused.MSSr1.1supportsall major routing protocolsand supportsNHRP [4] over classicallP and
LANE networks.In our scenariousingMSSr1.1lestablishea short-cut,.e. adirectATM connectiorbetweerrouterl andthe
LAN/ATM switchto which client 2 is connectedMSSr1.1not only supportsshort-cutsn classicallP networks but provides
proprietary NHRP ensions in order to support short-cwgioLANE netvorks.

3.3 Quality-of-Service

QoSis supportedoy the MSSsener similarly asthe QoSsupportdefinedin LANEV2 [2]. LECscanregisterthe QoSparame-
tersthey cansupportatthe LES. Requestind. ECsreceve the QoSparametersvith anLE_ ARP_RESPONSHEom the LES.



The LECs of an MSS segv can use these QoS parameters in order to setupe@emwdwidth AM VCs.

The QoS parametergor all ELANs canbe configuredcentrallyatthe LECS. A LEC retrievesthe LES addressaandthe QoS
parameter$o beregisteredatthecorrespondindg. ES from the LECS. This allows to configurecertainQoSvaluesfor different
ELANSs. QoSparameterganalsobe configuredfor eachLEC individually. However, this requiresto set-upeachLEC appro-
priately.

3.4 Redundancy

MSSr1.1providesall the LANE servicessuchasLANE sener (LES), broadcasandunknovn sener (BUS), LANE configu-
rationsener (LECS)anda classicalP ARP sener. A critical issuein LANE andclassicalP networksis the reliability of the
differentservicesMSSr1.1allows to establishredundant ESsand ARP seners.In both casesthe backupsener (eitherthe
LES or the ARP sener) establishes control ATM connectiornto the primary sener in orderto checkwhetherthe primaryis
operational or not. If the backup serdetects aailure of the primary one, it tek aer the primary seer function.

In the caseof LES/BUS failures,a LEC asksthe LECS for the backupLES/BUS. In the caseof ARP sener failures,the
backup ARP seer rajisters the primary ARP sews ATM address at theTMV switch and recees all the ARP requests.

LECSredundang is achievedby ILMI. In the caseof a LECSfailure,a LEC takesthenext LECSin thelist retrievedby ILMI
from the A'M switch. Therefore, both primary and backup LECSs, must be configured in the LECS tabl@ st sumitéh.

MSSrl.1alsoprovidesredundang mechanisméor IP gatevays.In thatcase pothroutershave anindividual IP/MAC address
pair and sharea commonIP/MAC addresspair. Normally, the primary router listensto the sharedaddresspair. Whenthe
backupdetectsa failure of the primary gatevay; it beginsto listento the sharedaddressair andforwardspacletssentto the
sharedVIAC addressAll clientsmustin thatcaseusethesharedP addresssthedefaultIP gatavay addressRedundang can
be combinedwith load sharing.For example,oneMSS sener could be usedfor the primary sener functionsfor VLAN1 and
for the backupsener functionsfor VLAN2, while the secondVISS sener could be configuredwith primary sener functions
for VLAN1 andwith backupsenerfunctionsfor VLAN2. In thatcasethe MSSsenerssharethetotalloadin thenormalcase,
while one MSS senr tales aver the functions of the other MSS serrif that one dils.

3.5 Short-Cut Bridging

A drawback of the architecturedepictedin Figure2 is that all the ELAN control traffic betweenLECs and LESs may be
exchangedsiathe ATM WAN, in particularwhena LES of anELAN is locatedat anothersitethanthe connected EC is. For
example two memberf VLAN1 locatedat site1 communicateria ELAN1 aslongasELANL1 is accessibleELAN1ais only
used for local redundapevhen ELANL1 4ils. In the normal case, the LANVM bridge ports to ELAN1a should be blezk

The architecturadepictedin Figure3 avoidsthe dravbacksof the previous architectureln thatcasethe LAN/ATM switches
of sites1 and3 areconnectedo local ELANS only. Thelocal ELANs areconnectedo the global ELANS via so-calledshort-
cutbridgesimplementedusingMSSr2.Theseshort-cutbridgesareableto establistshort-cutshetween_ECsbelongingto dif-
ferentELANSs. For example,short-cutsbhetweena LAN/ATM switch at site 1 anda LAN/ATM switch of site 3 canbe estab-
lishedaslong asthe ELANS to be interconnectedelongto the sameVLAN. The short-cutbridging capabilityis basedon
forwardingLE_ARP_REQIEST messagebetweenthe differentELANS. The LES for ELAN1a mustin that caseforward
sucha requestowardsthe LES of ELAN1b thatgivesthe responseontainingthe desiredATM addresof the remoteLAN/
ATM switch. This architecturecanalsoreducethe amountof broadcasttransferrecoverthe ATM WAN, e.g.for IP ARPs.An
intelligent broadcast manager running on the short-cut bridge maps specific broadcasts to uticadtitdsses.
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Figure 3: VLAN architecture with short-cut bridging

4. PERFORMANCE

Detailedperformancemeasurementsave not yet beenperformed.The applicationsthat have beenusedin a wide areasce-
narioperformedikein alocal LAN ervironment.Measurementsf delaysandround-triptimesin a scenariovherethediffer-
entsiteshave beenseveral hundred=of kilometersaway from eachothershavedthatthe delaydependsnainly on the signal
propagtiondelayandthatdelaysdueto switchingdelaysby LAN or ATM switchesarenearlynegligible. Thisis a significant
difference to router netwks.

5. CONCLUSION AND OUTLOOK

TheVLAN technologypresentedh this paperis a promisingapproactor theimplementatiorof variousnetworks,in particu-
lar for multi-protocolnetworks with high performanceandsecurityrequirementsln addition,costscanbe reducedby central
sener farmsandcentralizingor even outsourcingnetwork administrationrandmanagementin summaryVLANS provide an
ideal basisfor theimplementatiorof virtual privatenetworks (VPNSs), Intranets andExtranetsIP tunnelingprotocolssuchas
L2TP can be used to connect users via the Internet to their home VLANS.

However, thereremaina few issuego be solved or improvedin thefuture.If a serviceprovider usesthe samenetwork equip-
mentfor differentVLANSs of differentcustomerge.qg.,if they sharethe sameoffice building), it would be unwiseto allow one
customerfull network managementapabilitiesover the network equipmentOnethe otherhand,both customersvantto have
the ability to viev or reconfigure their VLAN. A dedicated naivik management system for these requirements is necessary

Anotherissueis security in particularin SVC-basedVANs. A LAN switch connectedo the ATM WAN usuallyacceptsall
incomingconnectiorsetuprequestsThis would allow athird partyto establishATM connectiongo aLAN switchandto con-
nectto a VLAN. Oneapproacho preventthis areaccesdists to be configuredin the edgeATM switchese.g.inthe campus
ATM switches. In multi-preider netvorks stronger mechanisms based on authentication mechanisms may be required.
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