OPTIMIZED POSITION-BASED ROUTING AND
BROADCASTING IN MOBILE AD-HOC
NETWORKS

Diplomarbeit
der Philosophisch-naturwissenschaftlichen Fakultat
der Universitat Bern

vorgelegt von

Markus Waelchli
Dezember 2004

Leiter der Arbeit:
Professor Dr. Torsten Braun
Institut fir Informatik und angewandte Mathematik






Abstract

In the past few years mobile ad-hoc networks came increasingly into sddpterest. Mo-
bile ad-hoc networks are mainly confronted with the problems of unknowoldges as well
as mobility. Several approaches to support functionality and reliability usiggh conditions
have been pronounced. One group of such schemes is based onvwbekrarticipant’s lo-
cation information. Furthermore, most of those protocols distribute their posittormation
pro-actively within their neighborhood using "hello-messages”. At ragutime however, that
data may lack of accuracy because of outdated neighborhood inform@timmay cause net-
work unreliability as well as routing overhead. Several approachegoid auch inaccuracies
are discussed and evaluated within the first part of this diploma work.rngdecation-based
routing schemes which abandons neighborhood knowledge have togErsed. Those schemes
deliver the position information on-demand within data messages. A dynamigeddisoad-
casting protocol, constitutive on such a scheme is introduced and evailutedsecond part of
this thesis.
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Chapter 1

Introduction

The cumulative, task-specific demand on wireless networks in the regargt ked to the mobile
ad-hoc network research topic. A major characteristic of those netistheir independence
of any infrastructured backbone. Thus neither local nor global nmitidormation is natively
available. To enable routing in such networks, an appropriate routirngqmiohas to gather
the necessary topology information somehow. A number of routing scheepesding on the
current location information of a node have been proposed in recard.yBhose protocols fulfill
the task described above by distributing the position information of everg pedodically
within the network.

The distribution of the current position information of a node is done by hmekssages
which contain the data needed. The gathering of network topology informitiough hello-
messages suffers from impreciseness as soon as the participatingreodes/ing. The inaccu-
racy of that data cannot be avoided, as periodically updating of informistalways confronted
with the possibility of out-dated information. It can be minimized through appatgotech-
niques. Several possible approaches are implemented and investigatiedtiigthwvork. It is
for example thinkable to correlate the moment of distributing a hello-message twthent
speed of a node, or it may depend on the distance a node covers dtirmgy@eriod or it may
be correlated to the number of link changes. A different approach tluese timentioned so far
is to expand a the functionality of a node by enabling it to predict the futusttipos of its
neighbors. To do so, each node includes into its hello-messages itstcapesd as well as
its moving direction. A receiving node is then able to predict the neighbarient position.
Greedy Perimeter Stateless Routing (GFG/GPSR) [1] is the protocol, bagkd exchange of
hello-messages, we use to evaluate our improvements. We will show thapapfe neighbor
update techniques improve the network reliability and decrease the netwadrilan important
amount.

The second part of the diploma thesis introduces a broadcasting pra@aeedl on BLR
techniques called Dynamic Delayed Broadcasting Protocol (DDB). Eaibient of a broadcast
packet calculates a Dynamic Forwarding Delay (DFD), which is basedeoinfibrmation it got
so far from previous senders of the packet. Each broadcasttpaskeuffered for this DFD
before it is relayed or discarded. The value of the DFD thereby relatbe testimated progress
a node may add. Several metrics can be taken into account to assign aghesprof a node.
The recipient with the best progress calculates the shortest DFD agd tledgpacket first. Each



node receiving a recently broadcast packet recalculates its psodfethat progress is below
a predefined threshold the packet is dropped, otherwise it is buffatedhe newly-calculated
DFD. Nodes with low progress are assumed to be covered by otheraodebkould therefore be
starved out. To achieve comparability we implement other well known bretidgaalgorithms
and test our protocol intensely against.

An implicit postulate in location-based mobile ad-hoc networks is their assumpgticin o
cular transmission ranges for all nodes. In recent works it was shiogirthis assumption is
not fulfilled within real wireless networks. Propagation media factors disasenanufacturing
influences determine irregular radio ranges among different devicesdoddt multiple locations.
A Radio Irregularity Model (RIM) [2] is implemented to investigate and evalaateprotocols
under such unpredictable network effects.

In mobile ad-hoc networks, a ready-to-transmit source node doesoot &nything about
the position of a destination. Most simulated routing protocols take this informasidreing
given. The availability of this information however is not self-evident. &&vapproaches sup-
porting such a service are proposed in literature. These protocolfi@nenot yet implemented.
Thus, the overhead they may add to a routing protocol is not considetbd gimulations. To
obviate that lack the Virtual Home Region (VHR) approach (at the same timelirtea by
[3], [4]) is implemented.

Location-based protocols need the position of the destination in order tonmatkeg deci-
sions possible. A source node obtains that information from a locatioitedeig. GPS, VHR)
and adds it into the packet header. However, the information delivgreddh a service lacks
of preciseness. Furthermore, it may be out-dated when the destinatitiompissreached. Con-
sequently, the destination is not accessible as it is not within the neighlibdidbe position
entered in the packet header. To deal with that drawback, a restriciidfllmoding algorithm
is proposed. This feature is included in the implementation of the BeaconlesisigRprotocol

[5].



Chapter 2

Irregularities on the Physical Layer

Radio irregularity is a common phenomenon in wireless sensor networks.fuddamental
consequence of radio irregularity is the variation in packet loss in diffetieections. It is also
an important reason for asymmetric links. To further investigate these impacisiplemented
a model proposed by [2], called Radio Irregularity Model (RIM). RIM&a into account two
kinds of properties, i.e. the non-isotropic properties of the propagatialianfine deviation of
properties according to their physical location) and the heterogeneoperties of the devices.
Both characteristics are handled within the RIM model. The Degree ofulagty (DOI) deals
with the influences caused by the propagation media, whereas the VaoiSeading Power
(VSP) covers the device specific manufacturing properties. Other madkashandling radio ir-
regularity are mentioned in the literature, like for example the Lognormal Stiaddodel [6].
For our approach, the RIM model seems to be more appropriate.

2.1 Reasons of Radio Irregularity

As already indicated above, radio irregularity is caused by two categafriestors: devices
and the propagation media. The antenna type, the sending power, agéensaf sender and
receiver, the sensitivity and threshold of the receiver, and the Sigoiak Ratio (SNR) form
the different types of device properties. Examples of propagation meub&iies are the media
type, the background noise, and temperature and obstacles within tlagatiom media. Within
the RIM model, the view is focused on two of those factors, namely, the mbrefsc path-loss
and the difference in sending power. Those factors are commonlydesjas the key causes of
radio irregularity.

e Non-isotropic path-loss: A signal may be reflected, diffracted, and scattered in a medium.
In consequence, radio propagation shows non-isotropic media patiemsst environ-
ments. Furthermore, a hode may have different antenna gains for itséi@isecThus,
hardware calibration is also an important factor for non-isotropic path-los

e Variancein Transmission power: The difference of transmission power among equiv-
alent devices arises from random factors during their productiorth&umore, batteries
of different sensor devices flush at different frequencies, duetging workload and
different application environments.



2.2 Consequences of Radio Irregularity

Radio irregularity has important impacts on the MAC layer. It is an essentabrefor asym-
metric radio interference and asymmetric links and may affect the MAC layeuwjredictable
behavior. Thus, the correctness of MAC layer functions may be affetftéor example a node
wants to reserve the wireless channel using RTS/CTS, it may fail, as meighimodes may not
hear the CTS packet and may interrupt the communicating nodes.

2.3 Path-loss Models

Within common, isotropic radio models path-loss is the same in all directions. Titauns;
mission media influences are disregarded. Two approaches to approxiragiath-loss are
commonly in use: the free-space model and the two-ray model. To accomntioel&@téuences
of varying path-losses, the more adaptive RIM model will be introduced.

2.3.1 Free-space Path-loss Model

In the free-space model [7] the receiving pow#ron a node at distanceis:

P -G, -\

E@ =g et

whereP, is the transmitted signal powek; andG, are the antenna gains of the transmitter and
the receiver, respectively. with L. > 1 is the system loss, andis the wavelength. Itis common
to select; = G, = 1 andL = 1 in simulations. If a receiver is within the circular transmission
range, it receives all packets. Otherwise, it loses all packets. €kesfrace path-loss model,
thereby, requires the absence of any reflections or multipath.

2.3.2 Two-ray Path-loss Model

In the two-ray model [8] the received powEr at distancel is calculated in a slightly different
way: .

P -Gi¢-Gy-hi-h:

Fr(d) = dt- L

whereh, is the height of the transmitter antenna d@ndhe height of the receiver antenna. The
two-ray model accounts for a direct line-of-sight (LoS) path, andlergath, reflected from a
large object such as the ground. Thus, the two-ray model has a patbdefiicient of 4 which
is twice as high as the coefficient of the free-space model. Consequéetlgignal-strength
attenuates much faster than in case of free space.

2.3.3 Radio Irregularity Model (RIM)

The RIM model extends the common isotropic radio models in the following ptiepef real
world radio signals: non-isotropy, continuous variation, and heteiggerfo do so, the sending



power of the device, its energy-loss, the background noise, and tiferetece among different
communication signals are taken into account. It is important to realize that Merfeddel
indicates transmission ranges without fixed upper and lower boundarmieb wannot be trans-
gressed.

Degree of Irregularity (DOI)

The DOI is defined as follows: "the maximum received signal strengthepggige variation
per unit degree changes in the direction of radio propagation” [2]. O@kadjusted path-loss
handles the first two properties of radio irregularity, namely, the nonepgtand continuous
variation:

DOI Adjusted Path Loss = Path Loss - K; (2.1)
whereK; is the i" degree coefficient, which is calculated in the following way:
1, i=0
K"_{ Ki_1+ Rand-DOI, 0<i<360Aie N (2.2)

Where\Kg — K359‘ < DOI.

With this formula, 360 different; values for the 360 directions used in the QualNet Envi-
ronment are generated. A statistical analysis of the experimental data]lshd®ed that the
variance of the received signal strength in different directions fits thibW distribution. There-
fore, the random number generator used in (2.2) generates numberdiagly to the Weibull
distribution. To generate a random numken Weibull distribution, the following formula is
used:

g=b-(~In(l - a))e

whereq is the shape parameter ahi the scale parameter.

Variance of Sending Power (VSP)

The sending power has to be adjusted to fit the heterogeneity. Differémbardware calibra-
tion and battery status lead to aberration of sending power among eqtideléces. The VSP
is introduced to take this behavior into account. It is defined as "the maximuemeage vari-
ance of the signal sending power among different devices” [2] and @etad by the following
formula:

V'SP AdjustedSendingPower = SendingPower - (1 + Rand - V SP)

where the variance of sending power follows a normal distribution. Therea random gener-
ator which produces normal distributed random numbers is used.
The resulting received signal strength in the RIM model is finally:

Received Signal Strength = V. SP Adjusted Sending Power—DOI Adjusted Path Loss+Fading

With the help of the RIM model, the impact of radio irregularity on routing ancadoasting
protocols is investigated.



2.4 Examples of Transmission Ranges using the RIM
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Figure 2.1: Different signal-strength for different directions.

Two examples of irregular radio ranges are shown in Figure 2.1. Botm@ea are derived
from simulations done with the DDB protocol. A DOI of 0.01 and a VSP of 0.5 &lu®ther
values are possible, but [2] explained those values as being appedprieeal sensor networks.
The difference of signal strength between two angles cannot be biggeP O - Tx. This is
obvious, as the calculation of the DOI depends on this condition.



Chapter 3

Mobile Ad-hoc Networks (MANET)

In the past few decades wireless networks have become increasipgllapm industry and an
important topic of research. In the beginning, these networks were ttirsigy, whereas in
recent years, they had to be adapted to mobility. The introduction of mobilitgcaddot of
complexity. The topology was no longer static, thus routing protocols had émf@nced with
techniques to deal with these topology changes. Furthermore, bandwhdghig irregular in
these networks, as link changes arise proportional to the intensity of mokilityer problems
that may arise within mobile wireless networks are reliability, security policied,paivacy.
In the following sections, the general schemes that operate in mobile wiredéssrks are
introduced. The focus concentrates thereby on mobile ad-hoc net{®prikdl routing protocols
used in that work are specific kinds of MANET.

3.1 Types of Mobile Wireless Networks

With progressing research, two kinds of mobile wireless networks mandfastbeing promis-
ing. The first scheme covers networks with a backbone infrastructimese networks contain
two kinds of nodes: wired gateways and mobile hosts. A network with fixddwéred gateways
operates in the background. Each gateway covers an area where nam@kcan move around.
The bridges between the fix wired backbone network and the mobile areeaalked base sta-
tions. Whereas the mobile hosts move, connect to, and communicate with tretdiase they
are currently within transmission range of. If a mobile host leaves the trasismisange of a
base statioml, and enters the area of a base stafigrm "Hand Off” from A to B occurs in order
to continue communication transparently.

The second group of mobile wireless networks refrains from any fixedstiucture and is
therefore called MANET. As the name indicates, these networks have et rixiters and no
backbone topology is available. As all nodes may arbitrary move arouhdambe connected
dynamically in an arbitrary way, the network has to be totally self-organidingwst further-
more be adaptive to topology changes. In the next sections, diffeiregtg knd approaches of
routing protocols for MANET are presented.



3.2 Existing MANET Routing Protocols

[10] gives an overview of current routing protocols for MANET. Tiwetocols introduced be-
low have to deal with the typical limitations of ad-hoc networks, i.e. low batteryepolow
bandwidth, and high error rates. All existing protocols may further bigleidzinto three typical
categories:

e Table-driven routing protocols (DSDV, CGSR)
e Source-initiated routing protocols (AODV, DSR)
e Position-based routing protocols (GFG/GPSR, BLR)

The categories and their implementations are discussed below:

Table-driven routing protocols require the maintenance of a set of mptabies from each
node, where the information about routes to all other nodes in the netwsthrisd. Thus,
to a specific node, the information about routes to every other node in tiverkeis always
available. To do so, update information is distributed throughout the whdieorie when-
ever topology changes occur. The protocols implementing this schemeidiffes number of
necessary routing tables and the methods how the topology changediritvatdid.

Source-initiated on-demand routing operates quite different. First of abute is only
created when needed by the source node. So, if a node needs a rantghter node, a route
discovery process is initiated within the network. This process terminates witlen a route
has been found, or when all possible route permutations have been examnithe second case,
no routing is possible, because no way exists. To assure reliability, thecprdas to support
a route maintenance operation which is performed as long as the destinaticessiale or the
communication is desired. The route maintenance procedure has to deabuighoreaks in
case of topology changes.

In the third kind of protocols, no routes are created and all routing desisice taken only
locally, due to the neighbor position information of a node. To enable routisguy, a node
has to know the positions of its neighbors. This is achieved with hello-messageaining
the current position of a node. They are periodically distributed in the heitjlood of each
node. These messages enable the setup of the routing tables. In recemtasition-based
routing protocols avoiding that beaconing mechanism are proposede Pphetocols use meth-
ods to forward packets in predefined regions, without knowing anytlogt the surrounding

topology.

3.3 Table-driven routing protocols

3.3.1 Destination-Sequenced Distance-Vector Routing (DSDV)

DSDV [11] is based on the Bellman-Ford routing algorithm [12], enhandgéuloop-freedom.

In DSDV, each node maintains a routing table with records for all possilsiind¢éions and the
hop count to reach them. Furthermore, each entry has a sequencerminidieis increased
whenever an update message from the associated destination amiwesure the routing table



accuracy, update messages are periodically distributed throughouhtie metwork. To opti-
mize the update strategy two kinds of messages exist: The first is knowthdwwp and carries
all available routing information in the network. These packets are transmittedurently. The
second types are smaller, incremental packets which distribute only thenatfon about what
has changed since the last full dump.

When a data packet has to be sent by a node, it consults its routing tabtdheses the
route labeled with the most recent sequence number. If entries with the sgoense number
exist, the one with the smallest hop count is chosen in order to minimize hop cBonte
optimizations to that protocol had further been proposed [11].

3.3.2 Clustered Gateway Switch Routing (CGSR)

Clustered Gateway Switch Routing (CGSR)[13] uses the DSDV Routingitilgodescribed
in the previous section as its basis. The mobile nodes are aggregated insciustea node is
selected as the cluster-head among them. It organizes channel aoctisg, and bandwidth
allocation. To deal with the problem of specifying the cluster head a Leasteae Change
(LCC) algorithm is proposed. In LCC, cluster-head change occuysifom change in network
causes two cluster-heads to come into one cluster or one of the nodesoubeéshe range of
all the cluster-heads.

To route traffic from the source to the destination, a hierarchical clhst@d-to-gateway
routing approach is used, where a node can only be a gateway to otskersli it is at least in
transmission range of two clusters. In Figure 3.1 an example of the CG3&iopes described.

Node

4 Cluster Head
@ Gateway

Figure 3.1: CGSR: routing from source to destination.

The source of the packet transmits the packet to its cluster-head. Frowiusier-head, the
packet is sent to the gateway node that connects this cluster-head aectbkister-head along
the route to the destination. The gateway sends it to that cluster-head @mtlktine destination

cluster-head is reached. The destination cluster-head then transmitskbétpahe destination.



Each node maintains a cluster member table which contains the mapping fromaaiio
its respective cluster-head. Each node broadcasts its cluster membegyabiically and up-
dates its table after receiving the cluster member table of other nodes. Additieach node
maintains a routing table that determines the next hop to reach the destinatien clus

3.4 Source-initiated Routing Protocols

3.4.1 Ad Hoc On-Demand Distance Vector Routing (AODV)

AODV [14] is based on the DSDV protocol which is already described inl3.81 contrary
to DSDV it creates routes only on demand, i.e. whenever a data packet hasent. Thus,
it drastically minimizes the number of broadcasts. To initialize a communication witlhemno
node, a source node starts a path discovery process by sendinig aequest (RREQ) packet
to its neighbors. This is repeated by the receiving neighbors until a rodle tdestination is
found. Each node receiving the packet updates its routing tables wittbthimed data. AODV
further bases on sequence numbers to ensure loop-freedom daetlafe route information.
If the destination or an intermediate node with a valid route is reached, a urocas reply

Destination
Sou w

Figure 3.2 AODV route discovery with RREQ and RREP.

(RREP) is sent back on the reverse path to the source node. Eachloadgdhat reverse path
sets up a forward route entry in its table. In Figure 3.2 the route requestgure and the
route reply are depicted. A source node is able to reinitiate the path digcaxden it moves.
If an intermediate node moves, all its upstream neighbors notify that movemdrdropagate
a link failure natification message (RREP with infinite metric) to each of its actigtreg@m
neighbors, and so on, until the source node is reached. The sadeamay then reinitiate the
path discovery if a route still is needed. An additional hello-message sesxists to maintain
local connectivity.

3.4.2 Dynamic Source Routing (DSR)

DSR [15] is another well-known on-demand routing protocol. Nodes xgrareled with route
caches which record all source routes the node is aware of. Theaaehe entries are updated

10



whenever a new route is learned. If a source node has no valid roche eatry to the des-
tination, the route discovery mechanism is initialized by sending a route tepmelset. Each
intermediate receiver without a valid route cached rebroadcasts thetgaxt&nded with its own
address. A node only forwards a route request if it has not alreaely the request before.
Thus, the number of route requests is limited. When the destination is reachelden an in-
termediate node has a valid route cache entry to the destination, the routesriefilated. The
route reply is sent back the reverse path if symmetric links are supportibervise, a route
discovery to the source is initiated and the route reply piggybacked. fbner®SR supports
also unidirectional links.

Destinaion Destinaion

Figure 3.3: Path discovery with route records in DSR.

In Figure 3.3 the route discovery functions are shown. Route erréepmand acknowledgments
are used to support route maintenance. When a transmission problenoisred on the
physical layer, a route error packet is broadcasted. Each nodwirgrthis packet truncates
each route cache entry containing the hop where the error occurredidition to route error
messages, acknowledgments are used to verify the correct operati@rofite links.

3.5 Loaction-based routing protocols

GFG/GSPR and BLR which are described in the following form the underiyiotpcols of the
investigations and refinements done in that work. For this reason theytavduoed in more
detail.

3.5.1 Greedy Perimeter Stateless Routing (GFG/GPSR)

GFG/GPSR is a position-based routing protocol proposed by [1]. Eadh im the network
periodically sends hello-messages (beacons) to update its immediate neigtibats current
position information. This information is used to setup and update the neighdmbthbles on
each node. The accuracy and the topicality of the position information $yrogigte to the
frequency the hello-messages are broadcast in.

11



More precisely, after each beacon inter#abh node transmits a beacon to the broadcast MAC
address, containing only its own identifier (e.g., IP address) and positioravoid synchro-
nization of neighbors’ beacons, as observed by [16], each tranemissa beacon is jittered

by 50% of the intervaBB between beacons, such that the mean inter-beacon transmission inter-
val is B, uniformly distributed ir0.5B;1.5B]. Upon not receiving a beacon from a neighbor
for longer than dead intervdD, a GFG/GPSR node assumes that the neighbor has failed or
left transmission range, and removes the neighbor from its tdble: 4.5B is used as a dead
interval.

To send packets along paths, there exist two modes: Greedy Mode antktée Mode.
Greedy mode is quite fast and is used as long as possible. If forwardgrgaédy mode fails,
perimeter mode is used as a backup strategy. Its general functionality isiteo along the
perimeter of void areas. Both modes are explained in more detail in the neztibvgections.

Greedy Mode

As a node knows its neighbors positions, it can make optimal local decisidnshiboses the
closest neighbor to the destination. A packet being forwarded this wasesisuccessively
closer to the destination. The big advantage of greedy mode is that it depelydon the im-

mediate neighbors of the forwarding node. The disadvantage of gfeedyrding comes along
if in a given topology the route to the destination requires a packet to mabefaaway from

the destination. In such a scenario a local maximum occurs, where a rdhéedestination still

exists, but is not accessible in greedy mode. Therefore, a backumnisehcalled perimeter
mode is used.

Perimeter Mode

GPSR uses perimeter mode if greedy forwarding fails. The functionalityegbénimeter mode
is described in the following: First, a planar graph is computed. A graphfisedkas being
planar if no two edges cross. Each subset of nodes in a network cambielered as a graph.
The nodes are the vertices and existing communication links between thearedbe edges.
Generally, such a network graph is not planar, as a lot of communicatios ¢imérlay each
other. Therefore, GPSR uses known mechanisms to make those grapés dlhe Relative
Neighborhood Graph (RNG) and the Gabriel Graph (GG) are two piraahs used in GPRS,
which reduce any graph to planarity. One important impact while reducingréph to RNG or
GG is that removing edges from the graph must not disconnect the onggtvabrk graph. The
RNG is defined as follows:

An edge(u, v) exists between verticesandv if the distance between thewu, v),
is less than or equal to the distance between every other wertexd whichever of
u andv is farther fromw. In equation form:

Vw # u, v d(u,v) < mazl[d(u,w), d(w, v)] (3.1)

By removing edges which are not part of the RNG we cannot discotheajraph. This is
obvious, as we eliminate only edges within the shaded area in Figure 3.4, élimisating an
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Figure 3.4: RNG: If edge(u, v) shall be included the shaded area has to be empty.

edge may lead to another path through the network, but the connectivitg gfdh is granted.
The GG is not further explained, as its form is almost equal to the RNG. Forthe, the RNG
is a subset of the GG and therefore the appropriate choice for GPSIR. liiit, the graph is
traversed with the right hand rule. If the packet arrives at a hodehwitas a neighbor closer to
the destination than itself, the perimeter mode switches back to greedy modgethElpacket
is forwarded in perimeter mode until a loop occurs or the time to live field of tlokgtas
exceeded. In both cases the packet is dropped. The right-handotke as follow:

When arriving at node from nodey, the next node chosen is the first one sequen-
tially counterclockwise about from edge(x, y).

The right-hand rule traverses the interior of a closed polygonal regicloakwise edge order
and the exterior of a polygonal region in counterclockwise edge oRfesides the right-hand
rule, GPSR uses a face change mechanism to forward packets in pennogteron progres-
sively closer faces. A graph has two kinds of faces: the interior faceshe closed polygonal
areas bounded by the graph’s edges, the exterior face is the unbmendutside the outer
boundary of the graph. Within each face GPSR uses the right-hand rdadb an edge, that
crosses the line D, wherez is the position of the node where the perimeter mode was entered
and D is the position of the destination. After traversing that edge, the travarseésds on

the adjacent face crossed by on its way to the destination. The Perimeter Mode guarantees
delivery if there exists at least one connected path to the destination initieabmetwork
graph.

IEEE 802.11 Enhancements

To make GPSR robust on a IEEE 802.11 network, the following optionsugmeosted. These
enhancements are GPSR specific and the only differences to the GFGagbroto

e Support for MAC-layer failure feedback: If a packet exceeds its maximum number
of retransmitting attempts on the MAC 802.11 layer, the GPSR protocol is informed
This notification indicates either a network deadlock according to congestitivat the
neighbor has left the transmission range. The maximum number of retrarsImiss
seven in the MAC 802.11 standard. This notification enables GPSR to chotieern
neighbor and forward the packet to it.
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e Interface queue traversal: Additionally to the notification of a MAC failure feedback,
the interface queue is traversed and all packets addressed to the égilgient are re-
moved. Those packets are returned to the routing protocol and resided to the next
hop.

e Promiscuous use of the network interface: GPSR disables MAC address filtering to
receive copies of all packets for all stations within its radio range. All patkets include
the position of their last hop. Thus, the sending of beacons piggybaxkddta packets
is enabled. Consequently, the rate at which beacons must be sentdsdedinis mode
is especially useful in regions under high traffic load.

Impact of radio irregularity in GFG/GPSR

In this section, the effects of the RIM model on GFG/GPSR are investigatagdev¥ér, all kinds
of MANET protocols could be tested against radio irregularity. We showethesults here
because GFG/GPSR is in the following only simulated to evaluate neighbor tabiaeag.
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Figure 3.5: GPSR performance with radio irregularity or two-ray model.
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The results obtained with the RIM model are compared to results obtained wittathaard
two-ray model. The DOI is renewed, whenever a node has covered themes0n. In the
proposal of [2] the DOI is calculated only once at the beginning of the simualafidey did
so because they tested static networks. Up to now, they have not gasimgressults when the
update mechanism should be done. We fixed the DOI update time pointito%St small value
makes no sense as the transmission range should normally not changesaniotld moves just
a short distance. For the opposite reason, a too high value makes ®g sigher. With our
assumption we think we reproduce realistic scenarios.

The standard GFG/GPSR protocol with the parameters mentioned by [1]dsfarsthe
simulations. The simulations are run with eight seed values to gain statisticameteand to
keep the confidence intervals small. In Figure 3.5 the results are depicted RIM model
produces slightly poorer results than the two-ray model. The increasetbeand delay as well
as the decreased delivery ratio correlates to the increased numbegaeRansmissions. This
value follows from the higher number of wrong routing entries. Consattyyeadio irregularity
influences the reliability as well as the end-to-end delay a little, because mong wouting
table entries exist. This is obvious as the radio range changes frequeatliyeaneighbor table
update used in GFG/GPSR assumes bi-directional links. The impact of therirth| on the
other protocols is evaluated in chapter 6.

Contrary to the results obtained by [2], GFG/GPSR does not suffer nmaghradio irreg-
ularity. This is easy to explain. Their network was static. Furthermore, meitekup mode
nor any additional handling of not deliverable packets were congld@iteus, each wrong rout-
ing decision led to the immediate drop of a packet. It is possible that a routingcptavould
suffer more in a sparser network than the one we simulated. As soon astihalnis dense
enough, and a mechanism to handle undeliverable packets exists, Higlippshat there is a
path through the network is sufficiently high.

3.5.2 Beaconless Routing Algorithm for Mobile Ad-hoc Networks (BLR)

The BLR routing protocol [17] performs routing without knowledge of tieeghborhood of a
node. Consequently, no hello-messages are needed. The algorittatesfaes follows. A source
node broadcasts its data packet within its one-hop neighborhood. fdie only one of its
neighbors is allowed to rebroadcast the packet. This restriction is adhieneugh a dynamic
forwarding delay (DFD). Therefore, each neighbor computes its D&edding on its position
in relation to the destination and the previous node. The node located atsthgoséion, e.g.
the node closest to the destination, calculates the shortest DFD. Congdtieebroadcasts
the packet first. The forwarding area is restricted to ensure that all merobé& detect the
transmission. All nodes not participating in that area simply ignore the basad a packet.
All participants of the forwarding area notice the transmission and dropdbpyr of the packet.
The path of a data packet routed with BLR is depicted in Figure 3.6. BLReshalsvays
the node with the best progress within the circular forwarding area €sheiccles). The other
participants of the forwarding area ignore the packet release andtdringopy accordingly.
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Figure 3.6: Greedy mode forwarding in BLR [5].

Forwarding Area

The forwarding area maintains the following restriction: Each participatiteoforwarding area
must be within the transmission range of each other node in the forwardiagHhis restriction

is necessary, as each node in the forwarding area must hear a refayiag Furthermore, it
avoids duplicated packets. The forwarding area should be as largessiblp to increase the
number of participants. The shape should favor those nodes locatetbriéa transmission

range boundary.

<} Sector
Q Reuleaux Triangle

Circle

Figure 3.7: Forwarding areas in BLR [5].

The three forwarding areas proposed in the BLR routing protocol epé&ctéd in Figure 3.7.
The areas are shaped as a sector, a Reuleaux triangle, and a cirdleredlareas satisfy the
condition of mutual perception. Both, the sector and the Reuleaux triangla 66 angle to
limit the distance between two randomly placed nodes to a maximum ®he circle on the
other hand has a diametersof
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Dynamic Forwarding Delay (DFD)

The BLR protocol supports different DFD functions to calculate the timede ias to buffer a
message before forwarding it. A message is dequeued and droppedeéfahse of a copy of
the currently buffered message by another node is registered. Tondletehe DFD, each node
has to calculate its progregs Thereby,p is calculated depending on the position of the node
itself, the position of the node it received the message from, and the destin&tialo so, the
node calculates its distandefrom the lineSD, whereS is the last hop and the destination.
Depending on that value, the node chooses its DFD from the intervall[;_Delay]. The
following equations describe the three DFD functions featured by the BbR®oI:

DFD = Maa:Delay~<Tp> (3.2)
T
DFD = Ma:cDelay'(p> (3.3)
T
D2+ d2
DFD = MaxDelay-<w> (3.4)
€

The first equation (3.2) implements the MFR [18]. The more progress alraxithe less delay
it calculates. Consequently, the node with the largest progress relayadket first.

Equation (3.3) implements a slightly modified NFP [19]. The NFP is not directllicgipe,
as a node does not know its nearest neighbor. To approximate thaidrdbest the node with
the lowest progress calculates the shortest delay and forwards tket iast. The intention
of that version is to reduce energy consumption and to increase the nomgienultaneous
transmissions. This increases the overall capacity of the network.

In equation (3.4) an advanced approach to calculate the DFD is chostonlithe progress
of a node, but also its distance to the previous node is taken into accoumtprifigiple is to
sustain nodes which are in straight direction to the destination. If we useggss only, a
node far away from the lin€ D may be preferred, even if there is a node with just a little less
progress, but a much better position. Furthermore, [20] showed tpahentially distributed
random timers can reduce the number of responses compared to unifasinilyutied timers.
This feature is also honored within equation (3.4).

Backup Mode

Each sending node overhears the packet release of its chosen next hop. This is obwibus,
least if we assume circular transmission ranges, as the next hop is witicimalslity of x.
Consequently, each neighbor of a releasing node is able to passi@igwdedge a packet
forwarding. Furthermore, the packet has to be released by the nexidhdater than the current
time plusMax_Delay. Thus, if no passive acknowledgment was received on the npdger
that interval, its forwarding area can be assumed to be empty and a backepsis initialized.
Therefore, node broadcasts a request packet and all neighbors reply with a respassage
containing their current position. The backup strategy used in BLR is simildretperimeter
mode used in the GFG/GPSR protocol [1]. If a node closer to the destinaigts among the
replying nodes, this node is chosen as the next hop and the packevigded to it in greedy
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mode. Otherwise, a planar graph (e.g. Gabriel Graph) is calculatedefdvdhl neighborhood
of z and the packet is forwarded using the right-hand rule. The planahgsapecessary in
order to prevent loops. The position where greedy mode failed and gerimede is started is
saved within the packet. As soon as the packet arrives at a node tdber destination than
the perimeter entering point, the backup mode switches back to greedydargiaA packet is

dropped if a loop occurs or the time-to-live field expires.

3.6 Broadcasting Mechanisms and Requirements

Network wide broadcasting is the process in which one node sends etpachl other partici-
pants of the network. In mobile ad-hoc networks many protocols use daetidg services to es-
tablish routes. Dynamic Source Routing (DSR), Ad-Hoc On Demand Vedaotiiy (AODV),
Zone Routing Protocol (ZRP), and Location Aided Routing (LAR) areva dgamples which
use a simple form of broadcasting called Flooding, in which each nodesetits a received
unique packet exactly once. Bandwidth congestion as well as ineffiegentdf node resources
are the disadvantages of flooding. Several enhancements to a Simple§lafgbrithm have
been proposed in the literature. In the last part of this chapter we giveraaverview of those
schemes and introduce our own approach subsequently.

MANET broadcast protocols use the IEEE 802.11 MAC [21] standardhCN802.11 sup-
ports Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA) to dathl possible col-
lisions. Furthermore, it includes functions to acknowledge packet dgliféne main source of
collision occurrences is the hidden node problem, where a node is unaistestidain the sending
status of its neighbors and, thus, starts to send a packet although theapbizannel is occu-
pied. MAC 802.11 uses Request to Send (RTS)/Clear to Send (CTS) aadAbknowledge
routines to deal with those problems. Using these techniques for broadcasuld intensify
the disadvantages of broadcasting mentioned above. Thus, collisiomageitbr broadcasting
techniques is not feasible in an efficient way. The absence of anatddage routine disables
a node from knowing if a broadcast packet is successfully deliveradt. This drawback may
lead to a lot of dropped packets in congested networks where many cdlist@ar. All pro-
posed schemes try to handle those problems by limiting the number of rebstadthus, the
number of rebroadcasting nodes is the determining metric to minimize overhead.

In broadcasting we are concerned with the problem of simultaneous gendirdeal with
it, the transmissions of packets are jittered. To keep track of the redupdekets received,
many broadcasting schemes use a time interval called Random Assessrian{RAD) to
determine if a packet shall be broadcasted or not. The RAD is random$enhmetween and
Traz, WhereT,, .. is the highest possible delay. There exist two approaches how to implement
the RAD. In the first one, packets are sent to the MAC layer and queeed ith the interface
queue (IFQ) until the channel becomes free. If meanwhile the netwoek [aptocol decides
that rebroadcasting is not necessary, the MAC layer has to be infornaisttord the packet. In
the second approach, the packet is kept in the network layer until thedXpizes.
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3.7 Categorization of Broadcast Protocols

Broadcasting protocols fall under four categories which are called Sirtpdeling, Probability-
based Methods, Area-based Methods and Neighbor Knowledge Metho&imple Flooding,
a node has to rebroadcast all packets it receives exactly oncegaghierthe Probability-based
Methods the rebroadcasting decision bases on the local link density dka imthe Area-based
Methods, nodes only retransmit a packet if sufficiently enough newisreavered with that
broadcast. Neighbor Knowledge Methods demand the existence of peigida information
to decide any further broadcasting.

3.7.1 Simple Flooding

In Simple Flooding protocols ([22], [23]), a source broadcasts agidolall its neighbors. Each
neighbor rebroadcasts the packet exactly once and so on, until edethas rebroadcasted the
packet it initially received. Flooding has the disadvantage of high oeerhes each packet is
rebroadcasted on each node and no optimizations are consideredgEmedunt of redundant
information leads to increased reliability and the information loss through colisebetter
prohibited than in other approaches. The large number of transmissiores $intiple Flooding
scheme leads to additional collisions. This behavior reduces its advantage.

3.7.2 Probability-based Methods
Probabilistic Scheme

[24] introduced a broadcasting refinement, where the density of the retsvassigned to a
probability. According to that probability, nodes rebroadcast a pamkebt. This approach is
called Probabilistic Scheme. As in dense networks several nodes shasantie transmission
coverage, it suffices that only a subset of those nodes forwardattiep Thus, good reliability
should still be achieved. Consequently, in dense networks the probalaitéyneter is low and
only a few randomly chosen nodes rebroadcast the packet. Thesgasetworks are, the
higher is the probability parameter. Consequently, a probability of 100%uisl égjflooding.

Counter-based Scheme

[24] showed an inverse relationship between the number of packeiga@edthin a predefined
interval on a node, and the area additionally reached by that node.d Basthat behavior,
they introduced the Counter-based Scheme. Whenever a node scaaiot yet seen packet,
it initializes a counter with one and sets a RAD. If during that RAD expirationemedundant
packets than a predefined threshold are received, the packet gedraglse it is rebroadcasted.
[24] showed that a threshold higher than six does not provide much addiicea. The Counter-
based Scheme is simple and well adaptive to local topology.
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3.7.3 Area-based Methods

Other broadcasting strategies proposed by [24], which depend omgae@aanode additionally
covers, are the Area-based Methods. The calculation of the additi@aaisadone by evaluating
the redundant packets which are received during a RAD expiratioa.Aféa-based approach
takes only the coverage area of a transmission into account, whether itlisrvoot is of no
importance. [24] introduced two schemes to calculate the additional areeeddyy a node.

Distance-based Scheme

Using the Distance-based Scheme [24], the forwarding decision deparide distance between
a node and each neighbor it got a broadcast packet from. Like in thet€@ebased Scheme, a
RAD is initialized and the distances between the receiver and the soureastoimessage are
calculated. If there exists a node among those senders which is closer $panific threshold,
the scheduled packet is dropped, else it is rebroadcasted. The digtanapped from the re-
ceived signal strength. Therefore, no Global Positioning System ) @&3o be used. Another
approach using GPS is discussed in the following.

Location-based Scheme

This scheme [24] supports a more accurate estimation of the additionalowezad by a node.
Each node uses GPS to determine its own position which is included in the hdazl@ary

broadcast packet. The additional area a node contributes is calculaiethe position position
of the node and the position it received in a packet. If it is less than afimeddhreshold, it
rebroadcasts the packet immediately, else a RAD is initiated. In the meantimegeaption of

aredundant packet leads to the recalculation of the additional aremaiag on the information
already gathered. If after the expiration of the RAD the additional areanote is still over the
threshold, the packet is rebroadcasted.

3.7.4 Neighbor Knowledge Methods
[25] compared several broadcast strategies based on the knowlittigdocal neighborhood of
a node. Some of those protocols are shortly introduced in the following.

Flooding with Self Pruning

The simplest of them is referred as Flooding with Self Pruning [26]. Eacleras to know
its one-hop neighbors. This is achieved by sending hello-messagesidhgaode includes
its neighbor list in its broadcast packet. Each receiving node comparegihhbor list of the
sending node with its own neighbor list and rebroadcasts the packet dnlgathes additional
nodes.
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Scalable Broadcast Algorithm (SBA)

The Scalable Broadcast Algorithm (SBA) [27] is based on the knowlefigiee local two-hop
neighborhood of a node. This knowledge is achieved by adding thebwiglist of a node to
each of its hello-messages. Consequently, each node has the twoiditponieood information
centered on itself, because it knows its neighbors as well as their negghbadditional nodes
may be reached from a receiving node, a RAD is initialized, else the packebpped. The
RAD is thereby dynamically adjusted to the network topology, by setting Ql@tﬁ%) where
dnmaz 1S the maximal neighbor degree of all the neighbors of the nodelgnds the current
number of neighbors of the node. The packet is dropped if during tHe &4iration a packet
is received which determines the node to not reach additional nodes emyats® the packet is
rebroadcasted.

Multipoint Relaying Protocol

The Multipoint Relaying Protocol [28] is based on subsets of one-haghbers which are
forced to rebroadcast a packet. The chosen nodes are called Mulffmays (MPRs). Since
a MPR knows the local two-hop network topology it can choose its mostieftione-hop
neighbors as MPRs. The MPR set of a nads calculated by the following algorithm:

1. Calculate the degreB(y) of y, wherey is a neighbor ofr, for all neighbors ofz. The
degree is defined as the number of neighbors of poeé&cluding all neighbors which are
a neighbor ofr themselves as well asitself.

2. Add to the MPR set those neighborsaofvhich provide exactly one link to a two-hop
neighbor ofx. If for example two-hop neighbdrcan be reached only through neighbor
a, then add: to the MPR set of. Remove all two-hop neighbors which are now covered
by a node in the MPR set from the two-hop neighbor list.

3. While there exist two-hop neighbors that are not yet covered byast tsme node in the
MPR set:

3.1. Calculate the reachability for each neighpaf z, i.e. the number of 2-hop neigh-
bors that are not yet covered by at least one node in the MPR setatratt¢ireach-
able throughy.

3.2. Select as a MPR the neighbor with best reachability. In case of multiplesno
providing the same reachability, select the node with highgg as MPR. Remove
all two-hop neighbors that are now covered by a node in the MPR set.

You can see a MPR set calculation in Figure 3.8. First/#g) is calculated for each neighbor
y of node 1. In step two of the algorithm nodes 5 and 6 are selected into thesgtPRs they
are the only nodes that support accessibility to nodes 4 and 7, regbeciiie covered two-
hop neighbors are deleted from the two-hop neighbor list (canceledrrgidie). As there still
a two-hop neighbor exists (11) that is not yet covered by a node in the 8&8 step 3 of the
algorithm is applied. Node 8 has a 2-hop reachability of two, whereas &i¢des a two-hop
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Figure 3.8: Calculation of a node’s MPR set.

reachability of one. Thus, node 8 is selected as a MPR member, and all megniaio-hop
neighborhood entries are removed. Furthermore, node 1 includes gsrciMPR set into its
next hello-message and all neighbors receiving that hello-messagk i€hieey are contained
in the MPR set of the sender. If so, they have to rebroadcast all {satley receive. The MPR
of a node is recalculated, whenever a one-hop or two-hop neightdi@nge occurs. MPR is
part of the Optimized Link State Routing (OLSR) [29] and described in detaikth

Ad Hoc Broadcast Protocol (AHBP)

Another approach that operates similar to MPR is the AHBP [30] protocoBRHiffers from
MPR in the following points: In Multipoint Relaying the MPR designation is distriduwe
hello-messages. AHBP in contrast informs a node which has become dcBebdrelay Gate-
way (BRG) in the header of the broadcast packets, i.e. the informatian #igosubset of neigh-
bors that are the BRGs of the node is added to the broadcast packeteEaiving node that is
listed as a BRG uses its two-hop neighbor knowledge to remove all neigtifzonreceived the
packet in the same transmission. Those neighbors are deleted from thbareigaph used to
calculate the next hop BRGs. Consequently, the subset of next-hop B&Ghe calculated on
time. Unlike MPR, AHBP is also considered to account for high mobility networks.

3.8 Outlook

This diploma thesis concentrates on location-based MANET routing protdogisirticular, on
the position based routing protocols GFG/GPSR and BLR, as well as adasiady protocol
called DDB. Within GFG/GPSR, possibilities to optimize the accuracy of local beidtood

information are investigated. This work is done in chapter 5. In chapterl@adion-based
broadcasting algorithm (DDB) is presented. It is further simulated andatea in competition
to some known broadcasting algorithms. Whereas in the BLR protocol aflocding strategy
to deal with out-dated destination information is implemented in chapter 3.5.2. A hegime:

based destination search protocol [3],[4] is implemented to investigate its iropaetiability

and the additional network load, in chapter 7.1.
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Chapter 4

Simulation Environment

All simulations are performed using the QualNet v3.6 [31] network simulatgeldped by
Scalable Network Technologies. QualNet is a commercial application basgbMoSim [32].
An Intel(R) Pentium(R) 4 (CPU 1.8GHz, 736MB RAM) was used for the simutatioThe
university version of QualNet is built to run on one CPU only, besidesetleaists a multi-
threaded version of QualNet for parallel processing.

4.1 QualNetv3.6

"QualNet is a discrete event simulator developed by Scalable NetwoiikeXtremely scalable,
accommodating high-fidelity models of networks of 10’s of thousands ofsioQualNet makes
good use of computational resources and models large-scale netwitikiseavy traffic and
mobility, in reasonable simulation times.”, this is how Scalable Network Technaladiertly
describe their network simulator.

4.1.1 QualNet overview

QualNet is a discrete event simulator. State changes occur at discrefeipamulation time
(message generation, packet arrival, packet departure, etcge pbents in time are scheduled
by the event manager which contains information about any event th&i baprocessed. The
event scheduler furthermore ensures that QualNet processesratt @v strict timestamp order,
which means the computation consists of sequences of event computatiensorfiputational
load is thereby proportional to the number of events. The number of elgefuther propor-
tional to the amount of traffic, as well as the number of node specific eveatsequently, each
protocol implemented in QualNet operates as a final state machine which amlgeits state
when an event occurs.

QualNet is a modeling tool for wireless and wired networks. The QualNtt isLcomposed
of QualNet Simulator which claims to be the fastest real-time traffic-modeling tooalNgt
Animator allows to graphically design the network model, using a wide librarpofponents
and displays the results of simulation runs. QualNet Designer allows to ¢rsgtestate auto-
mates to describe the behavior of a protocol. With QualNet Analyzer anigi¥ssimulation
results can be interpreted.
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Figure 4.1: Overview of QualNet's event handling.

A typical QualNet protocol overview is given in Figure 4.1. At the begignieach protocol
starts with an initialization routine where the external protocol parameterseadefrom the
config-file and other initialization tasks are fulfilled. The protocol execuisothen passed to
the event dispatcher which handles all events that are generated thersigiulation. The event
dispatcher calls an event handler, based on the type of event it peajeist then. At the end of
the simulation, a finalization procedure is automatically called for each layedér tw print all
collected data into the statistic-file which may be analyzed afterwards.

4.1.2 Execution of a Routing Protocol

In the following section, the binding of a routing protocol into the network fageshortly
described. In general, only the interface between the underlying t®qmioand the routing
protocol has to be implemented. More precisely the following functions mustiyeorted by a
routing protocol to allow communication with the IP protocol:

¢ RoutingProtocdRouterFunctioh

e RoutingProtocdHandleProtocolPacket

e RoutingProtocdHandleProtocolEvent

e RoutingProtocdilacLayerStatusHandler (optional)

All other functions in the routing protocol are protocol specific. Thegcsy the routing proto-
col and constitute its functionality. Thus, the whole interaction among the patiiogprotocols
(e.g. routing protocol, IP protocol) can be reduced to those functiamsealin the following the
above procedures are described shortly.

Whenever the transport layer delivers a packet down the netwotk tstéite network layer,
or a data packet arrives at the interface of a nodeRinetingProtocdRouterFunction is called.

!RoutingProtocols just a dummy name for any routing protocol possible here.
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Here, the decision is taken whether a packet has arrived at the destioatias to be routed
further. As soon as the destination is reached,RbetingProtocdRouterFunction informs the
network layer that no further routing is needed and that the IP headdyeceemoved and the
packet be delivered to the transport layer. If fReutingProtocdRouterFunction decides that
the packet has to be forwarded, it determines the next hop. If a nexéxXists, the packet is
delivered to the MAC layer. If no next hop is accessible the packet jspea.

Whenever a protocol packet arrives at the interface of a node, RbatingProto-
colHandleProtocolPacket routine is called. Hello-messages in GPSR, or RRERREP in
AODV, are examples of such protocol specific packets used to settipgdables. Therefore,
this network traffic has to be handled different than data packets.

The RoutingProtocdflandleProtocolEvent routine is used to handle all the events that are
node specific, e.g. all the timeouts indicating protocol events, as the lastaug of hello-
messages, or the dequeuing of data packets. All these messagesespedific and do not
access the network. Consequently, they do not cause any additiowalkéraffic.

Finally, the RoutingProtocdilacLayerStatusHandler function is called from the network
layer if anything has gone wrong on the MAC layer, e.g. the packet catlthen delivered by
the MAC protocol. To decide the further handling of the packet, it may berretlto the routing
layer, where new routing decisions are taken, or the packet is droppedunction is optional,
and only used if a further handling of undeliverable packets is wished.

4.1.3 Configuration Scripts

The QualNet simulator is configured by a number of scripts which defineghergl network
settings, the mobility model, the application source, and the resulting output statisties
scripts used in this diploma thesis are described in the following sections.

default.config

default.config is the main configuration file used in the QualNet Simulator. It supports most
of the options to setup a simulation scenario. It includes the general parardetaing the
network topology as well as a separate subsection for each network llagenfigures, among
other things, the following network properties: simulation area, node depsidgagation, an-
tenna and transmission parameters, frequencies, medium access couatiod, models, inter-
face queue length, and so on. The descriptions in this section are limitedtdonizesd values
used in this diploma thesis.

EXPERIMENT-NAME default
SIMULATION-TIME 1500S

SEED 1
COORDINATE-SYSTEM CARTESIAN
TERRAIN-DIMENSIONS (5000, 5000)
SUBNET N16-0 { 1 thru 5000}

2the term "default” is just chosen as an example, it may be replaced bgthayname.
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NODE-PLACEMENT RANDOM

# NODE-PLACEMENT FILE

# NODE-PLACEMENT-FILE Jdefault.nodes
MOBILITY NONE

# MOBILITY RANDOM-WAYPOINT
MOBILITY-WP-PAUSE 1500S
MOBILITY-WP-MIN-SPEED 1
MOBILITY-WP-MAX-SPEED 20

MOBILITY-POSITION-GRANULARITY 5

A hash at the beginning of the according line indicates comments or unusadgiars. The
experiment name is used to generate the needed output files. The simulationdicagem
the continuance of the whole simulation. To enable reproducibility, a seed igintroduced.
Therefore, the mobility pattern, the node placement, and so on, remain thd@aatiesimu-
lations using the same network topology. This behavior is necessary intordeable compa-
rability. In all simulations a Cartesian coordinates system is used. The dimerafithe area
are indicated in meters. Furthermore, 5000 nodes are randomly distributesl rietwork area
in the example above. Besides a random distribution, QualNet supportsnoithe placement
strategies like uniform distribution or the configuration via file.

QualNet supports several mobility patterns. In our simulations we only usartdem way-
point model, or abandon total on mobility in some simulations. Within the Random Waypo
Model, the MOBILITY-WP-PAUSE variable indicates the pause time of a noeteveen two
moving activities, whereas the MOBILITY-WP-MIN-SPEED parameter riefithe minimal
speed a node has to move at and the MOBILITY-WP-MAX-SPEED the maxionenrespec-
tively. The position granularity indicates the granularity after which positjgehates have to be
done. A granularity of 5 means that the position has to be updated every gniEtels, node
positions are discretized. This can cause problems when distancegmi®assumed, but the
resulting distance is zero. This may occur, as update moments are cortelgtadularity and
in the meantime, the positions do not change.

PHY-MODEL PHY802.11b
PHY802.11b-TX-POWER-DQPSK 7.874
PHY802.11b-RX-SENSITIVITY-DQPSK -91.0
PHY802.11b-RX-THRESHOLD-DQPSK -81.0
ROUTING-PROTOCOL DDB
APP-CONFIG-FILE Jdefault.app
APPLICATION-STATISTICS NO
ROUTING-STATISTICS YES
NETWORK-LAYER-STATISTICS YES
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QUEUE-STATISTICS YES
MAC-LAYER-STATISTICS YES
PHY-LAYER-STATISTICS YES

Finally, the appropriate physical layer, the routing protocol with its paraetee applica-
tion stream used, and the statistics generated in the end of the simulation, teveddbned.
The multiple statistics gathered in the end of a simulation are saved in the EXPBRIME
NAME.stat file which is used to analyze the simulation.

default.app

QualNet offers different application services (such as web brow§ladransfer, telnet) to pro-
duce traffic which flows through a network. A short description of theemimportant available
models is given. Only the file format of CBR traffic is described in more detail.

e FTP represents the File Transfer Protocol initiated between a client andex.serv

e HTTP represents a connection between a single-thread web-client and &wseb-0
servers. The model considers "think time” between client requestsithigiuvaries num-
bers of pages, items per page, and size of items, in the server respdhsedient also
alters the session times during which it makes requests on the same server.

e Telnet represents a plain text console connection between server and client.

o CBR maintains a Constant-Bit-Rate traffic between a client and a server. Its iméntio
to simulate multimedia traffic. The file format is as follows:

CBR <src><dest> <itemsto_send> <size> <intervat> < start time> <end time>

The example listed below indicates that node 1 will send 64 byte packets to node
100. The O for<itemsto_send> means that an unlimited number of items can be sent.
Every second, two packets will be relayed, the first one starting at simulatienl80;,

the last one at time 880

CBR 1 100 O 64 05S 180S 880S

default.nodes

The placement of the nodes inside the simulation area can be specified @sttefdhlt.nodes
file. Each line defines a new node record. There is a predefined trdeecords have to fulfill:
First, the unique node identifier is set. The second parameter is a dummileddaensure
format consistency with the mobility trace format; it is always set to 0. Within thekieta a
triple, containing the x, y, and z coordinate of the node, is defined (in met@ionally, one
may also define the orientation of the node using the last two floating-poimteders.

# NODE-PLACEMENT-FILE
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#Format: nodeld 0 (x,y,z) [azimuth, elevation]
1 0 (600.0,300.0,0.00 0.00.0

2 0 (825.0,300.0,0.00 0.00.0

3 0 (850.0,500.0,0.0)

4.1.4 Metrics

To enable protocol evaluation as well as comparability to other protocols thiesnehich are
investigated have to be defined. The metrics listed below are used in the fajlohépters to
fulfill these tasks.

e Packet Delivery Ratio: It is defined as the number of packets recéiydide destination
divided through the number of packets originated by the source nodepetifies the
packet loss rate and thus the throughput of the network.

e End-to-End Delay: This value indicates, how long it takes for a packeateltfrom the
source node to the destination. It represents the average data defegpgdleation when
transmitting data.

e Hop Count: This metric indicates the average path length between the sageand
the destination.

e RTS retransmissions: Whenever a packet has to be forwarded, mdéidiam access has
to be granted first. Therefore, a small Ready-to-Send (RTS) packenigo the receiving
node which is confirmed by the resending of a Clear-to-Send (CTSkpattkno CTS
is received, the operation is done again. If within several attempts no @gi&pwas
received, the other node is assumed to be unaccessible. The data isdjaththe MAC
layer and maps the number of outdated routing attempts.

e Number of retransmitting nodes: This metric is used in the broadcast simulatibns.
defines the number of nodes retransmitting a broadcast packet in relatiom namber
of nodes participating in the network. In the worst case (e.g. simple flopdiighodes
retransmit the packet.

e Percentage of network dead: Used in the energy consumption simulatiaiegines the
moments, when a certain percentage of the network nodes are deade &attény power
of these nodes has exceeded.

e Average battery power: This metric is defined as the average battery gjoweghout the
whole network at a given time point It is only used in battery consumption simulations.

4.2 Mobility Models

The main characteristic of mobile networks is the mobility of their participating nodes
support realistic behavior, several models have been proposed to t@Enthdamovement of
nodes. The movement is determined by the speed a node is moving at, by itedjraad
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the rate of mobility state changes. A survey of different mobility models is gwel33]. This
paper includes the description of the Random Waypoint Model which ginsmur simulations.

4.2.1 Random Walk Mobility Model

600

400

300

200

100

Figure 4.2: Traveling of a node using random walk mobility model [33].

The Random Walk Mobility Model (see Figure 4.2) is based on randomtitirecas well as
random speeds. A node randomly chooses a direction between Draamtl a speed between
0 andv,,,z. A recalculation of both values is done, whenever a threshold-baseshckswas
transgressed, or after a predefined timeout. The model is memoryles$, mbéans, no pre-
vious data is taken into account when making the new-walk decisions. Teisuccessive
movements are totally independent. This may cause unrealistic movements,sssatidan
stops or sharp turns. The movement can furthermore be limited to a smalf éinegyredefined
timeout or the distance threshold are chosen short.

4.2.2 Random Waypoint Mobility Model

The Random Waypoint Mobility Model is used in [15], modeling the behaviobynamic
Source Routing (DSR) under mobility, and was later refined by the samarcbsgroup [34].
Today, it is by far the most often used mobility model. The model operatei@as$o Whenever
a state change occurs, a node selects randomly a uniformly distributed ipasitfee simula-
tion area, as well as a moving speed randomly chosen betwgen v,,qz]- vmin refers to the
minimum speed a node has to movewgt,, to the maximum speed a node is allowed to move
at, respectively. As soon as a node arrives at the position previdussen, it rests for a certain
time-period (pause-time) before choosing a new destination and a neagavgreed. In Fig-
ure 4.3 you can see the trace of a nhode moving around the simulation amggasimulation.
According to [35] speed and positions are not uniformly distributed withirotiggnal pro-
posed Random Waypoint Mobility Model. They are in fact quite differemtrf a uniform distri-
bution. In particular, it has been shown ([36],[37],[38]) that afteegan amount of time, the
distribution of the location of a node is more concentrated in the center of théasiomuarea.
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Figure 4.3: Pattern of a node using random waypoint model [33].

This is due to the circumstance that nodes traveling between uniformly clpossts spend
more time near the center than near the edges. [36] observed that theitisirds the speed is
not uniform, either. If a minimum speed 0f* is chosen the mean node speed approagHes
after a given time of moving, as the mobile nodes become "lazy”, traveling lstgates at low
speed. The simplest solution to avoid this drawback is to set the minimum spe&d # sta-
tionary random waypoint mobility model has been implemented by [5]. It essitne uniform
distribution of positions and the speed.

4.2.3 Restricted Random Waypoint Mobility Model

This model was proposed and first used by [39]. In general, it is simithetRandom Waypoint
Mobility Model, but it includes several area restrictions. First, a givarogeities within the
simulation area has to be defined. The nodes are then randomly distributad #rose cities.
A node chooses a random position within a city and as soon as it arrivieatatestination, it
either remains in the same city (i.e. walks to another destination in the city), ordibmag
chooses a location within a different city. To do so, links between the cities enigf. Cities
and links can be created and removed at any time during simulation. Furtleenpaoise times
are introduced like in the standard random waypoint model. The Restrieteddf Waypoint
Model is introduced to deal with more realistic topologies.
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Chapter 5

Optimizing Neighbor Table Accuracy of
Position-based Routing Algorithms

In this chapter, the impact of wrong routing decisions due to inaccuratblmmigable entries
is investigated. All location-based protocols that use hello-message(is®are confronted
with the problems mentioned in the following sections. We use GFG/GPSR as tadyumgl
protocol to implement and investigate the refinements to improve neighbor tahimeg we
introduce in this chapter. The remainder of the chapter is as follows: Fiesprtblem of in-
accurate neighbor table entries is outlined. Second, the general simulgitiignis described.
In the third part, different forwarding schemes are compared. Therdjppits concerning the
performance for position-based protocols are identified in the fourthh fdren the enhance-
ments to improve neighbor table accuracy are proposed and evaluateathdpter ends with
the verification and conclusion sections.

5.1 Inaccuracy of Neighbor Table Entries

In MANET, we are confronted with topologies that are not based on firé@structure.
Location-based schemes are one particular group of routing protggetatmng in such envi-
ronments. The ability of exchanging data using a location-based routitgcptalemands that
a given noder must be able to gather the information about its neighborhood from the other
participants of a network. Only then, routing decisions can be taken.

Location-based protocols support the need of distributing position intawmhy the peri-
odical sending of hello-messages. These hello-messages containrtre position of a node
and are broadcasted to the one-hop neighborhoedB&ch node receiving a beacon updates its
local neighbor table with the position information included in the message. Taisgyrenables
each node in a network to gather information about its local one-hop rerigidsd. Conse-
guently, routing decisions, depending on the knowledge of the neigbbdylcan be taken. The
distribution of hello-messages does not depend on data traffic and acpvely maintained
over time.

The approach has several disadvantages. The broadcasting efifesiéages leads to a rout-
ing overhead which consumes bandwidth and, even worse, blocks aagaission during the
sending of hello-messages. Thus, the transmission of data may be délayeftect even worse
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is the inaccuracy of neighbor table entries. As hello-messages areipaliypbtroadcasted, the
neighbor table entries can be out of time. This happens whenever a asaedved in the in-
terval between two hello-messages. Let's assume, anedgmts to forward a data message to
a next hopy. Furthermorey had lastly received a beacon fraymat time k. The next update
will soonest be one beacon intenl later at timek + B. If in the meantimey has left the
transmission range of, x may try to forward its packet to a neighbor that no longer exists.
A routing entry is only deleted it has not received a beacon frayruntil the neighbor dead
timeout occurs. The neighbor dead timeout occurs after the expiratior afethd intervabD.
Theny is removed, as it is assumed to have left the transmission range of

Destination

Figure5.1: Inaccurate neighbor data caused by the moving of a node.

Figure 5.1 illustrates the case of a wrong routing entry. The red node is stiiiismission
range of the source, when it broadcasts a beacon (dashed arfawg)g the beacon interval,
the red node leaves the transmission range of the source. The filleddepaets the movement
of the red node. Now, the source intends to send a message. Thedmgvarea of the source is
the "dark shaded” intersection area between the transmission rangesaiutee and the circle
around the destination with the distance between the blue node and the asuackus. As the
source expects the red node to be closest to the destination, it choosed tivele as next hop.
The red node cannot be reached as it has left the transmission rathgesolirce.

The amount of wrong routing entries is indicated in the following. Assume,\nuw/e at
207 and the beacon interval %5s. The position inaccuracy for routing entries of those nodes
may be up t&0m. Consequently, among the neighbors of a nedglaced in the surroundings
of its transmission range, it is probable that a number of these neighbwes tlaasmission
range ofr during the beacon interval. In [40] you can see that the percentageafjwouting
entries with a beacon interval 8% and a maximum node speed4tf”; is ~13%. This value is
calculated over all neighbors. For GFG/GPSR we expect even wansksrbecause the forward
strategy chooses nodes as close as possible to the transmission rasgdnaps. Exactely these
nodes have an increased possibility of being out of date.

The impact of wrong routing entries on the IEEE MAC 802.11b layer [21hixrtdy dis-
cussed. First, we estimate the induced delay if a routing protocol selectw@achable next
hop. In MAC 802.11, packets are retransmitted up to seven times beforeAiddyler assumes
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the next hop to be unreachable and gives the packet back to the roytamg Far every failed
retransmission, the contention window is doubled. Starting at a size of 3&,aumaximum of
1023, times the slot-time of 23. Furthermore, the sending node chooses a uniformly distrib-
uted back-off time, from the current contention window size, after ed@fRilure. After the ex-
piration of that back-off time, the node starts a retransmission attempt. Tewexplcted delay,
supposing a maximal number of seven retransmissiofgHg+--+1023+1023 5 90,5 ~ 30ms.
Second, additional RTS retransmissions lead to unnecessary bandwitthnption. Espe-
cially in networks with high mobility, we are confronted with a lot of wrong routamdries. The
additional RTS retransmissions on the MAC layer, caused by such woorigg entries, have a
deep influence on the routing reliability.

These observations substantiate the need of more accurate neighbentable A number
of possible enhancements are described and evaluated in later sectran$irsTapproaches
are based on more appropriate beacon interval choices. More fyebisacon intervals are
assigned to the moving behavior of a node. Another strategy is realizexpayding hello-
messages with the information needed by other nodes to draw conclusiomisthé future
position of the sending node. A last proposed version to minimize routing imatrguracy is to
avoid a pro-active neighbor table setup mechanism and, instead, to makB 8k reactive.

5.2 Simulation Scenario and Parameters

The simulation setup, as long as nothing else is mentioned, is the following: All diondare
done with 400 nodes moving according to the Random Waypoint Model. dSpeandomly
chosen between [, 407]. The simulation area is alway#)0m x 3000m. We simulate one
CBR source which starts to send at simulation timesl&@td stops at simulation time 88CEach
configuration runs with eight different seed values to obtain statisticalmete. The confidence
intervals are not calculated and therefore not shown.

The GPSR unaltered version used by [1] is referred to as GR&B. All parameters are
chosen according to the values mentioned in Chapter 3.5.1. G®a8Rchoses the best neighbor
as the neighbor closest to the destination but still within transmission rangs .foftvarding
scheme is called Most Forwarding within Radius (MFR) [18].

In most of our refinements the beacon interfails determined by the movement of a node.
The dead intervaD in those simulations is onceé5B and once2B. However, a beacon is
released if after 5 no beacon send event occurs. For similar reasons, the removement of a
neighbor table entry is done by the last aftes.1d’he neighbor table update refinements are
only simulated with a pause time ok 0whereas in the other simulations (optimum, forward
decision) pause times 0&050s, 300s and 90@ are simulated.

5.3 Forwarding Strategy

Beside the MFR forward strategy, two other schemes are presentedRaruom Progress
Method (RMP) is introduced by [41]. This scheme choses a random bmighoser to the
destination as next hop. The second scheme is called Nearest withinr&imgv®irection
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(NFP) [19]. Here, the neighbor closest to the releasing node but stillpsithress to the desti-
nation is chosen as next hop.

With the simulation of these forwarding schemes we hope to see that the MivRrfting
strategy leads to an unproportional amount of RTS retransmissionsideecaighbors as close
as possible to the destination are chosen. All three forwarding schemesradated based on
the GPSRKarp protocol settings. Only the forwarding strategy is replaced oncethétNFP
and once with the RMP scheme.
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Figure 5.2: Best neighbor strategies.

In Figure 5.2 the results of our simulations are shown. The results with theaNF#bt depicted.
The density of the simulated network leads to hop counts which often excediirih to live
of the IP packet header and the packet thus is dropped. ConseqtieantNFP performs bad in
our dense network. In contrast to the NFP approach, the RPM schdraedsebetter than the
standard MFR. The delivery ratio as well as the end-to-end delay is battieast under high
mobility. The RMP strategy improves the delivery ratio up to 97% with a pause tievdfich
is rather surprising. The influence on the number of retransmission®isigpe assumption
mentioned above: The number of retransmissions is high with the MFR strategynumber
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is halved with the RMP strategy. This is obvious, as with the random choicenefgdbor
fewer nodes located near the transmission range boundary are clidsex) the probability of
chosing a neighbor that has left the transmission range decreasesedtently, the number
of retransmission attempts is smaller. The results show that the averageurggscdoubled
with the RMP forwarding strategy. The random neighbor choice is unifodislyibuted among
the neighbors with progress. Thus, the neighbor closest to the halfriggisn range is on the
average chosen. This perfectly fits the result of a doubled hop codnéxplains the halved
number of retransmissions.

Despite these results, we perform all remaining simulations with the MFR strafidgy
RMP has the advantage of choosing more often nodes that are fartnefram the transmission
boundary, which increases performance. However, the inaccofawgighbor table entries is
not handled.

5.4 Optimum of Location-based Routing

In order to have a measurement on how good our refinements are, tsiongeof GFG/GPSR
are implemented that never make wrong routing decisions. Both versiortheugéobal sim-
ulator data to determine next hops. As that data is always up-to-dategwating decisions
depending on neighbor table inaccuracies are avoided. The firgtiwésalled Beacons-Not-
Used (GPSR-BNU). The hello-messages are still sent, but not usetbtanitge next hops. In the
second version, the whole beaconing mechanism is disabled. This is callediBLess (GPSR-
BL). With both versions we hope to see the influence of the hello-messadagenechanism
on network performance. The delivery ratio and the average endetdeday should be affected
in particular. The node density is high enough to ensure total connectiittynvthe network.
Furthermore, no wrong routing decisions can occur. Consequentigelivery ratio is 100%
for both versions. The delivery ratio is not depicted as it is only a caresze of wrong routing
decisions and not a cause.

The average end-to-end delay as well as the number of retransmitteetpackthe MAC
layer are depicted in in Figure 5.3. The delay for GPSR-BL and GPSR-BNilways around
10ms, which is much lesser than simulated with the GB¥s&Rp. GPSRKarp has end-to-end
delays between 60s and 210ns and up to 60’000 RTS retransmissions. The number of RTS
retransmission attempts on the MAC layer correlates thereby to the averdge-end delay.
An increased number of RTS retransmissions causes a higher end-tizlasy.

The delivery ratio as well as the delay is an upper, respectively a lomandary for all
the protocol refinements in the following sections. The results indicate tta@igameighbor
table entries are the most important factor for high end-to-end delayslowhsumber of RTS
retransmission for both, the GSPR-BNU and the GSPR-BL, simulations aratctoedingly
low end-to-end delays support this assumption. The few retransmissi@rsuging the GPSR-
BNU protocol can be explained by collisions between hello-messages Bag&tkets. The
10% higher delay of GPSR-BNU compared to GPSR-BL, is a consequence @fdtitional
delay caused by the RTS retransmissions. The results gathered s@partsour thesis that
inaccurate neighborhood table entries are the most important factorladtpass and high end-
to-end delay.
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Figure5.3: Simulations with correct neighbor decisions.

5.5 Beacon Frequency Strategies

5.5.1 Time-based Beaconing Strategy

In the standard time-based beaconing strategy the influence of a fixednbieéerval B and a
fixed dead intervaD is investigated. Consequently, all nodes have the same beacon and dead
intervals. The speed of a node or its direction have no influence on teddalg of its beacon
broadcasting time points. We expect two main disadvantages that are strelagdd for this
beaconing strategy, namely the inaccuracy of the neighbor table entddseadisregarding of
the speed of a node. [1] used in their paper a beacon interval©and a dead interval @f.75s.
We compared simulations with these parameters to other settings, as showrreng=igu

The simulation results indicate that a smaller beacon interval increases thmsliteliaf
the network. The choice of a shorter dead interval increases the getat®o and decreases
the end-to-end delay, too. The best results are achievedWita 1s and D = 2B. The
augmentation of the values for the beacon interval and the dead integraldgeperformance
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Figure 5.4: Different ratios of beacon and dead intervals.

proportionally. A scaling down of the intervals raises an additional netéazdt caused by the
increased frequency of hello-messages broadcasted. This hasuendefin our scenario where
only one CBR source is used and congestion and number of collisionsusrenthimized. [1]
used in their simulations 30 CBR sources. This leads to much more traffic andbentne
reason why they proposed a beacon interval .68 and a dead interval ad.75s as the most
appropriate settings. The results with = 5s and D = 10s are the leveling board for our
refinements, as those values indicate the time points after which at latesrdéumexst occur. In
these simulations a delivery ratio of approximately 74% and an end-to-éayl afe270ns are
achieved.

5.5.2 Distance-based Beaconing Strategy

In the Distance-based strategy a beacon is sent, whenever a givertdistaovered by a node,
or a timeout occurs. In order to discretize the observation of the distavesage, we imple-
mented a timer. This timer is reset every Oahd checks if the node has moved more than the
distance threshold in the meantime. To ensure that each station sends a beacon from time to
time an absolute timeout ofs5s introduced. After this a beacon is automatically sent. This is
the case if a node has not covered the distance in the meantime.

To determine the dead intervAl, we introduce two different methods. In the first solution,
D has a fixed value of 10for each entry in the neighborhood table (see graph 3 in Figure 5.5).
In the second approach, a node deletes an entry in its neighbor tablesfritdxaed more than
k timesd or at latest after 10 Consequently, the dead interval is chosen as the minimum of
[k - d, 10s]. To enable this feature, a node has to save its position at the arrivabaicat. With
this information it frequently calculates the distances it has moved since it$tagdaived the
hello-messages from its neighbors. Thus, a node can easily determinesiiiovered a distance
bigger thank - d and can remove the neighbor table entry accordingly. The valéesfixed.
Onceitis 2 (graph 1 in Figure 5.5) and once 4.5 (graph 2 in Figure 5.5).

With the distance-based mode, we hope to make our neighbor update streteggorrel-
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Figure 5.5: Reliability with distance-based beaconing strategy.

ative to the movement of nodes. Nodes that move very fast send a bieagoantly, whereas
nodes that move slowly and therefore have a little position inaccuracy sfinenhessages less
frequently. The distance-based scheme has one major disadvantagjewAsodes only infre-
quently send hello-messages, fast moving nodes are likely not to hear @eifthey hear
them, they keep them only for a short time interval in their neighborhood table.

You can see the simulation results in Figure 5.5. All distance-based stralteyedetter
delivery ratios than the time-based strategies (see Figure 5.4) wherditeeydatio with BI =
5.0s and DI = 10.0s is approximately 74%. The delay is only improved if the dead interval is
determined in correlation to the distance covered by a node. We get belts iehen a distance
thresholdd of 10m is choosen and the neigbor daed interval is the minimuf.68, 10s]. In
those simulations the delivery ratio is improved fren¥8% to~ 94%. The delay is decreased
only little from 200ns to approximately 18@s. The slight improvement concerning the end-
to-end delay is caused by the more frequent sending of hello-messadast moving node,
e.g. 407 sends four hello-messages per second. Consequently, the netwiik ioareased
and the end-to-end delay suffers accordingly.

5.5.3 Speed-based Beaconing Strategy

In the speed-based mode the beacon inteByads well as the dead interval, is correlated to
the speed a node is moving at. Furthermd@esan be determined using discrete thresholds, or
it is calculated continuously within predefined interval boundariess calculated depending
on the beacon interval, e.@ = kB, wherek is a positive integer. A node sends its calculated
value of D within a beacon to its neighbors. All receiving nodes determine their fired de
interval as the minimum of the dead interval they received and the deadahtieey calculated
according to their own speed. With this enhancement, we hope to satisfyawbatrk from
the distance-based approach, where the determination of the deadlib&twveen two nodes
moving at different speed is not solved satisfactory.

First, we introduce two continuous functions to map the speed of a node oratoi
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interval. The first function is linear (5.1) and the second one is polynosia).(Both functions
are defined over the basic set betwekf) §s]. Their equations have to be adapted according to
the following constraint:

B = 14_(4'@"““_0)) (5.1)
Umaz — 1
4
4
B = 1+ (1— Y ) : . (5.2)
Vmaz (1_1773&1)

where B is the beacon intervaly is the current speed of the node, ang,. is the maximal
speed a node can move at. The functions ensure that the calculated b#ecal is always

within range]ls, 5s].

Speed [*] | Beacon interval [s]
1-5 5
5—10 3
10 — 20 2
20 — 40 1

Table5.1: Speed mapped on beacon interval.

Besides the continuous calculation of the beacon intdsyabe introduce a discrete calculation.
The mappings in Table 5.1 are used to assign the beacon interval of a ntxleurent speed.
The dead interval is accordingly determined as with the continuous fundfios, kB. The
resulting dead intervdD at the receiver of a beacon is the minimum of the sender’s and receiver’
dead intervals.

0.3

Delivery Ratio ‘—
Delay

0.95 1 0.2

09 | I 1 0.1
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Delay [s]

Figure 5.6: Speed-bsed modes.

The results for the simulations using these three configurations are deipi¢tegire 5.6. Ten
seconds are chosen as the dead intervalki.e. 2. The strategies with the discrete as well as
the polynomial function perform very well, whereas the strategy with thedifuggction is only
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slightly better than the standard time-based mode. The worse performatieelmfear mode
can be explained by its wrong assumption of the average speed of aMode precisely, the
beacon interval is uniformly chosen from the interial, 5s], accordingly to the current speed of
the node. In the Random Waypoint Model, the average speed is &gu36]. Consequently,
most nodes move more slowly than the arithmetic middle of the simulation, wHior6i& . The
reason for this behavior is the faster arrival of nodes moving at highexds at their randomly
chosen destinations. This leads to a minor average speed in the simulatidmeBnéunction,
however, does not account for that behavior.

In the discrete and the polynomial configuration, the delay is reduced td 4b6ms and
the packet delivery ratio is increased to 94%, which are promising resuttpared to the 74%
delivery ratio and the 27%0s end-to-end delay (see 5.5.1). The speed-based performance is even
much better than the GPSRarp simulations which achieved a delivery ratiocof87% and an
end-to-end delay of about 240 with pause time 8.

5.5.4 Link-Break-based Beaconing Strategy

In [42] two slightly different modes to determine the number of link-breaksevietroduced:
an absolute connectivity-based approach as well as a percentaggctoity-based one. Both
modes maintain a counter indicating the number of link change occurreneessenghe sending
of hello-messages. This counter is increased whenever a new neayp®ars or is deleted. The
counter is reset whenever a beacon is sent. Both modes differ in the ntletlyasse to schedule
a beacon sending event. Within the absolute connectivity-based apprdaello-message is
sent whenever a fixed number of link changes have occurred. TheeCtvity Percentage-
based approach on the other hand releases a hello-message wiaghaapercentage of link
changes in correlation to the total number of neighbor table entries haueredc The upper
bound of the beacon interva is fixed to 5 to ensure that a beacon is at times released even if
not enough link-breaks have occurred. The dead inténalaccording to the other refinements
10s. Additionally, a dead interval strategy similar to that used in the distancetlzggeoach is
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Figureb.7: Link-break-based beacon strategies.

supported. Thereby, the dead interval is in correlation to the number dhliidents. However,
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this strategy has been discarded, as the associated calculations leagtrsmnscand cause a
massive simulation time consumption. The problem is: whenever a link breakspeee have
to check if some neighbors in the table have to be deleted. If so, each eftbighbors indicate
a new link break occurrence, and so on. As we simulate mobile and detvgerk®e these
routines consume too much memory and can not be considered.

In Figure 5.7 you can see the results we got with the link-break-basedmstrategy. The
dead interval is 18for all simulations. The first three simulations are done using the absolute
connectivity-based mode with absolute link-break thresholds of 5, ID2@rink-break occur-
rences. The last two simulations are based on the percentage conndxasaty mode. 10% and
20% of link changings relatively to the absolute number of neighbors muasir éo indicate a
beacon release. The results show that all simulations have about the rs@iteeend delay of
240ms. This value is more or less as bad as the end-to-end delay of the accontiedased
simulation & 270ms). Whereas the delivery ratio is improved fronv3% to a maximum of
~86%, with a fixed threshold of ten link-breaks. The simple link-break-thapproaches are a
little better than the simple distance-based approaches (see Figure 5.5).

5.6 Receiving-Power-based Update Strategy

GPSRKarp always choses the neighbor closest to the destination (MFR). €havior of
greedy forwarding leads to the problem that, whenever possible, aveoglelose to the trans-
mission boundary is selected. Exactly these nodes, however, have ahighehn possibility
of being out of transmission range than the others. Furthermore, if aiaaid#l within the
transmission range, it nevertheless may be unreachable due to radidairitgg In reality,
transmission ranges are irregular because of obstacles and inteeferémroducing a receiving
power threshold? X we can artificially create a circular gray-zone close to the transmission area
boundary where nodes are not allowed to receive packets. Thenafion about the receiving
power can be used to cope with non-isotropic transmission ranges ongheod and wrong
neighbor table entries due to beacon inaccuracy on the other. The B3ttid excludes all
nodes from routing that receive a hello-message on a power less thaniningal required re-
ceiving powerR X . Consequently, only nodes with a signal strong enough, e.g. hodes hea
the relaying node, are considered as neighbors. The Phy802.1astars#s an RX-threshold
of -81dBm. This value determines the transmission range of a node. Receiving sigtials
a signal strength below that value cannot be decoded. The GR8Rprotocol settings were
used to test the RX-threshold neighbor table update strategy.

We investigated several RX-thresholds in our simulations. The refinenegitrmance is
depicted in Figure 5.8. The results indicate that the introduction of a regeyvay-zone close
to the transmission boundary improves the protocol performance. Wevadigst results with
a RX-threshold of -78m that is 21Bm higher than the Phy802.11 threshold. The delivery
ratio is increased about 7% to almost 94% and the end-to-end delay is dindirdéhe to
approximately 12f.s. However, the cumulation of the performance reaches its climax with
a RX-threshold of-75dBm. Afterwards, the delivery ratio begins to deteriorate again. This
behavior is predictable. Incrementing the threshold "decreases” thentission range of a
node. Thus, less neighbors exist within the remaining transmission areéaadventage of the
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Figure 5.8: Protocol performance, if the receiving power sensitivibystricts the transmission power.

current RX-threshold based beaconing strategy is its inability of preditttengnost appropriate
threshold. The choice of a good threshold depends on the speed déalha node is moving
fast, it should only add close neighbors in its neighbor table. Consequérglyode should
chose a higher RX-threshold. Whereas neighbors farther away magdapted if the node
moves slowly. Similar to the speed-based strategy the speed of a node eaulpbed on its
RX-threshold to solve the problem.

5.7 Prediction-based Next-hop Decision

To deal with the problem of inaccurate neighbor table entries, we use shenpton that a
node is moving at a certain speed in a fixed direction. In the majority of allscas@ode
maintains speed and direction for a time interval long enough to enable thieiearprediction.
Therefore, we have to expand the neighbor table entry with two additiofmimations: the
current speed a node is moving at and the direction it is moving along. Fuxthe, each entry

is labeled with the time, when the beacon was received. Thus, whenever a routing decision
has to be done at a nodex is able to calculate the prospective positidtysof a neighboty for

all neighbors. With this enhancement, we hope to reduce wrong routingjateand improve
delivery ratio as well as end-to-end delay. In equation (5.3) you carhesv a node: calculates

the position of a neighbay, dependent on the information it gathered in its neighborhood table:

Pp(y) = Pn(y) + U(tc - tr) (53)
|Pp(y) — Ps(x)| > r (5.4)

where P, is the position of node;, entered in in the neighbor table, when last a beacon was
received fromy, t. is the current time when the calculation is done #&hdbs the current position
of the releasing node. Assuming a circular transmission rangdhen a neighbor is no longer
reachable if the distandg, P, > r (equation 5.4).

In Figure 5.9 we can see the results we get for different beacon itgeaxd dead inter-
vals. We used the same values as for the Time-based strategy. Comparedrimehbased
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Figure5.9: Different ratios of beacon and dead intervals.

approach, the end-to-end delay is at least five times better for eachyuwation. The delivery

ratio is also much better with prediction. We got a delivery ratio of about 9Fi6twis a big
improvement compared to the 87% we obtained with the time-based configudtioa:(1.5s,

DI = 6.75s). The same is true for the average end-to-end delay of approximately dom-

pared to the 21&s with the time-based strategy. Both results are traceable. The better delivery
ratio is obviously due to the improved neighbor knowledge. This advanddesats to fewer
wrong routing decisions, which is the reason for the minimized end-to-dag.de

5.8 Reactive GPSR

[1] mentioned the possibility of making GFG/GPSR reactive. That means GFERG@Rner-
ates the neighbor tables only when a node has to transmit data packetseigdiigon knowl-
edge gathering mechanism is started by a sending node that broadcaeatoa kequest packet
(GPSRBR) to show its sending disposition. Each node overhearing this reqaeshtits a
beacon after a short random jitter to avoid simultaneity and interference aeteiver. The
source node introduces a beacon gathering int€fvahich is k times the maximal jitter inter-
val of the responding nodes. After that interval, the node forwardsldite packet to the best
neighbor it received a beacon from. Afterwards, the source deletasighbor table and the
whole process is repeated at the next hop. Using GPSR reactive peddachieve good per-
formance, as a node operates on almost accurate neighbor informatieimt&rval between a
beacon request and the effective sending of a packet is very smalseGoently, the positions
in the neighbor table are quite exact, and thus, the number of out-datedhoesdgh minimized.
A disadvantage is the cumulative latency gained by the additional beaca@riggtmtervalG
on each hop. Howeve¢j is shorter than the time consumption each wrong routing entry adds.
Consequently, as soon as we assume at least one wrong routing deeishwp using the nor-
mal GFG/GPSR and the accuracy of neighbor positions using the read®8& Ghe reactive
GPSR should perform better than GFG/GPSR.
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Figure 5.10: Reactive GPSR.

For the current evaluation, we have chosen the following parametersnod#s receiving a
GPSRBR packet jitter their beacon answers witHims. The source node which broadcasts
the GPSRBR has a beacon gathering inter¢abf 15ms (15 times the jitter interval of/hs) in

the first configuration and @ of 10ms in the second. Subsequently, it selects the node closest
to the destination among the nodes it has received a beacon from. Thedhfrgucation in
Figure 5.10 is the GPSRarp protocol.

The reactive GPSR version (Figure 5.10) achieves an averagergeti®o of 98% and an
average end-to-end delay of 220 with a beacon gathering interval of &&. The reactive
GPSR increases the delivery ratio more than 10%, whereas the avedatgeand delay is even
a little worse than in the GPSRarp implementation. The results are promising, especially if
we consider that the current reactive GPSR version is a very basievbieee no optimizations
are implemented.

5.9 Verification

First we calculate the additional delay caused by wrong routing entriecowentrate on the
standard GPSR implementation with a beacon interval of &6l a dead interval of 6.25Fig-
ure 5.2 shows that approximately 62’000 RTS retransmissions are ddhe MAC layer. Each
undeliverable packet adds seven retransmissions. Thus, if we aisaia# RTS retransmis-
sions relate to non-existing neighbors we have almost 9000 packetsutedhédck to the rout-
ing layer. Each of these wrong routing decisions causes an additiolagl afeapproximately
30ms (see Section 5.1). Furthermore, 1400 data packets are transmitted dimglation.
Thus, we obtain an additional end-to-end delay which is caused by thed@BBsmissions of
% x 30ms =~ 192ms per packet. Figure 5.3 indicates an average end-to-end delayaffbd
simulations with correct neighbor decisions, e.g. without RTS retransmiss@mssequently,
we obtain a resulting end-to-end delayl®2ms + 10ms = 202ms which corresponds to the
measured delay of approximately 246 in Figure 5.4.

Second, the theoretical assumptions done in [40] indicate the averagenafrdut-dated
neighbors. Expecting a speed interval betwgeh, 40| and a dead interval of 6.25approx-
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imately 30% of all neighbors should be out-dated. The average hog-ooail simulations
(excluding those with RMP decisions) is around six hops. Furthermo@®), pdckets are trans-
mitted within one simulation. Under those conditiog%00 ~ 1.07 wrong routing decisions
are taken per hop before the packet is delivered to the next hop. dhdseto a 51% proba-
bility of choosing a wrong routing entry. This is bigger than the expected @88fg routing
entries. We explain this difference mainly by the assumption already givesciing 5.1 saying
that greedy routing selects nodes close to the radio range boundatiyerffuore, those nodes
have an increased probability of having left the radio range during threrdubeacon interval.
Thus, the augmented possibility of choosing a wrong neighbor table entrg itmahsmission
boundary environment is explainable.

The results collected in the evaluation chapters fit to our theoretical assasiplioerefore,
all the different GFG/GPSR simulations seem to supply appropriate results.

5.10 Conclusions

In the beginning of the chapter, we suspected a strong relationship Imeitveeurate neighbor
tables and the reliability of location-based routing protocols. Furthermagegstimated the
probability that the routing protocol selects an unreachable node. Thisated that wrong
routing decisions happen very often, depending on the accuracy oktghbor table entries.
Factors amplifying the inaccuracy are small transmission ranges, longrbiedervals, and high
node mobility.

The simulations confirm the analytical assumptions. They show that the esrditdelay
is increased up to a factor of 10 accordingly to the inaccuracy of neiglabte entries. The
delivery ratio is also badly influenced by wrong routing decisions. Totaise insights, we first
demonstrated that in a uncongested network with correct routing dec{seas$ection 5.4) no
packet-loss occurs and an end-to-end delay of aboutsXfan be expected. In a second step, we
have shown that the MFR forwarding strategy adds a high possibility afgwauting decisions.
The RMP forwarding approach on the other hand indicates much bettdisras/en when the
average hop count is doubled. Thus, we conclude that wrong rougicigions which cause a
lot of RTS/CTS traffic have a much bigger influence on the end-to-eng tieda the number of
hops. The RMP forwarding strategy is one possibility of gaining better m&tperformance.
It is a displacement of the problem and we prefer solutions that enhaaaeliability of the
distributed location information.

Among the proposed refinements to improve the accuracy of the neighhes valoy differ-
ent results are achieved. Nevertheless, all of them improve the delatéryas well as the delay
compared to the standard GPSR. The best results we achieve with thdipregiode, where
the end-to-end delay is improved approximately five times and the deliveryreatoines up to
100% for certain scenarios. The speed-based scheme as well aadtieer&PSR show very
good delivery ratios, too. The average end-to-end delay is not ab awvith the prediction
mode.

The results achieved with GPSR-BL and GPSR-BNU indicate that improvewfthtsstan-
dard GPSR are possible and worthwhile. The refinements proposedspfave the reliability
of the network but are still far away from the theoretical optimum.
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It is possible to combine the prediction mode with an improved beacon strategyuoe
routing overhead. Nevertheless, the advantages of prediction rerffihings.the routing protocol
takes the movement of the nodes into account and estimates its neighborspositohave not
yet done those simulations as we investigate the influences of our refindrmdagsndently.

At the time, the reactive GPSR implements no kinds of optimizations. Howevexpezie
better end-to-end delays by implementing enhancements that incremental igidh@aation
from areas not yet known. Those refinements could make the read8@&k@rotocol appro-
priate, especially for low traffic scenarios as it eliminates the proactivaedoesting of hello-
messages. One possible application area are sensor networks, \affarésttransmitted sel-
dom. Furthermore, the requirements on low energy consumption could tlsasigfeed. On the
other hand the prediction-based mode could be chosen accordingly to thesimarter delays
for delay critical applications. Furthermore, it could be enhanced witteadspased strategy.
If possible, the beacon interval should be chosen as short as pdssidri#er to minimize the
risk of out-dated neighbor entries. This may not be possible in very destaerks, where the
frequent exchange of beacon messages would cause too much rowgitgad which could
badly influence the network reliability.

It is not the aim of the current work to obtain best performance pararsettings for the
given protocols. We rather want to determine the potential of the implemeritedments. The
main goal is to show the impact of wrong routing decisions due to inaccurabhuoe table
entries. Thus, we do not simulate the current implementations under higffierdrather node
densities. All those tasks as well as combinations of the proposed refiteecoerd be done in
future works.
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Chapter 6

Dynamic Delayed Broadcasting Protocol
for Mobile Ad-hoc Networks

In this chapter another area-based broadcasting scheme is projgtsgdcheme is based on
the dynamic forwarding delay strategy (DFD) introduced in the BLR routirajggol. The
benefit of area-based schemes is their independence of any néighdonformation. The de-
pendency of the neighborhood knowledge approaches on hello-gesssey cause inaccurate
position information as well as additional bandwidth and energy consumgimrefore, those
approaches are not appropriate for highly mobile networks, or erardybandwidth critical
systems.

6.1 Problems of Area-based Methods

[25] shows in extensive simulations that area-based schemes deggpidgpdrtionally in dense
or congested networks. This behavior is caused by their inability of minimiziegdimber of
rebroadcasting nodes. [25] proposes two improvements to deal withdsagslvantages of area-
based protocols. The first one is the insertion of a neighbor countepands on neighborhood
information. Consequently, the distribution of neighbor information is necgsshich removes
the advantages of area-based approaches. The second suggdsetaxtd a congestion level on
each node that determines the RAD for that node.

We assume the random calculation of the RAD as another limiting factor. It iappb-
priate, as the location of the node is not taken into account. Nodes locatesl tehnsmission
border should schedule a shorter RAD than nodes closer to the relayiley n area-based
broadcasting algorithm supporting the position-based RAD calculation peal in the fol-
lowing.

6.2 Dynamic Delayed Broadcasting Protocol (DDB)
Despite the disadvantages of area-based broadcast schemespasgemnother broadcast pro-

tocol depending on the progress of a node. It is defined as an assomwittionr much additional
area a node is supposed to feed. We propose three different metritinate the progress of
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a node. These metrics are discussed later. Whenever a packet isdstoalll nodes located
within transmission range of that node calculate a Dynamic Forwarding DeRy), The DFD
thereby depends on the current progress of a node. The packeétased for that DFD and
broadcast if no interruption by an earlier sending node occurs in thetimeanf a duplicate of
the buffered packet is received during the expiration of the DFD, itdalcgilated. Our protocol
supplies three refinements to the location-based scheme proposed.by [24]

The main improvement is the calculation of the DFD in correlation to the progfessatle.
Furthermore, the DFD is recalculated dynamically. Thus, nodes that aeescbby other nodes
should be starved out iteratively.

A second refinement is the possibility of a node to remove packets from itereteue.
When a packet is scheduled to be broadcast, but almost coeval anotteerelays a copy of
that packet, the packet is removed from the network queue and fudhdted by the broadcast
protocol. We call this refinement Cancel on MAC. It is discussed in detatl.la

The last refinement we implemented suppresses the threshold decision ifssagads
buffered. Thus, the neighbor farthest away of a node broadcastgaitket at any rate, not
depending on the progress it covers.

Figure 6.1: Broadcasting with Dynamic Forwarding Delay.

In Figure 6.1 you can see how DDB works. The source node intendeaabast a packet. All
nodes within its transmission range receive the packet and calculate th2iNoEe 1 is the first
node that rebroadcasts the packet as it is farthest away from tteegoode 1 has most progress
and consequently calculates the shortest DFD). Node 2 and 3 heasl#lyediind recalculate their
DFD. Itis important to remark that their DFD increases when their proglesases. As node
4 did not hear the initial broadcasting of the source, it calculates the shéx&D and is the
third node that broadcasts. Node 2, 3 and 5 hear that rebroadcadtidg. 3 drops the packet
immediately, as it adds no progress anymore, whereas nodes 2 andchlleteaheir DFDs.
Node 5 is the next node that broadcasts because its DFD is much shont¢hahaf node 2.
Finally, node 6 rebroadcasts, as its progress is by far bigger tharfthede 2. Node 2 registers
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that transmission and drops its packet, as its progress becomes zedyrBnec recalculation
of the DFD allows DDB to operate similar to the perimeter mode in GFG/GPSR. Noalesrth
covered by other nodes are circumvented and starve out.

6.2.1 Progress Schemes of DDB

The progress of a node is its assumption of how much additional area litaeagth the relay
of a packet. We assume that the more additional area a node feeds theihitjeenumber of
neighbors covered in that transmission. In the following three differefticago determine the
additional area are introduced. The distance and the area metric depéinel knowledge of
the position of the last hop. Thus, both require a location service. Thalstrength metric
in contrast maps the additional area directly from the received signabstreConsequently no
location information is needed.

Distance

One metric to determine the progress of a node is its distance to the node veseagacket
from. To do so, each broadcasting node adds its current position in theageebeader. A
receiving node is able to calculate the distance between itself and the semdeding to its
own position and the position it gets with the packet.

During the DFD expiration of a node, it may receive multiple copies of a lmastdoacket.
Consequently, it calculates its distance to all those neighbors. Furtheritrgaees the shortest
distance to any node it received a packet from. If the closest neighlbtmser than a threshold
d, the node covers too little new area and drops its copy of the broadecksttpa

Additional Area

The progress of a node is calculated as the additional A€ed covers. Thereby, the area is
not estimated and approximated like with the distance metric but really calculatedo 3o,
the position information of a broadcasting node is again added in the messadgr.hThe area
AC a node covers is incrementally calculated whenever a packet arrigesoate. In contrast
to [24] that uses a polygonal representation of the additional areagewidatl to maintain a
multidimensional array on each node. This array contains space forueamie packet that
arrives and the area that is covered by the node in respect to the.packe

The approach of [24] has several drawbacks. The calculation afiti¢ional area may have
an inaccuracy of up t82% [24]. Furthermore, it is difficult to introduce a progress threshold. In
the polygonal approach a receiving node just tests if it is within the boyrafahe polygon it
calculates from the data it received from other nodes. Thus, the thdastust be determined as
the distance the node is away from the polygon. Furthermore, the additicezatioes not only
depend from the distance to the polygon, but also from the position of tthe. niherefore, an
exact calculation of the additional area is not possible and the thresho&iatteimprecise.

This can easily be done with our approach, as a two-dimensional apessents the trans-
mission range of a node. During the incremental calculation of the intersdmtioveen the
transmission ranges of the nodes that have already transmitted a pattkieé aaceiving node
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x, we mark each position in the transmission range tifat is covered by another node. Conse-
quently, we can decide the ratio between the at€acovered byr and the maximal ared /.
reachable by.

Both, our approach as well as the approach of [24] assume a circaientission range.
Therefore, the intersection between two nodes with circular transmissigesaan be calcu-
lated easily. The maximum progreds, .. of a node is the percentage of area it may cover, if it
is exactly at the transmission border of the node it received a messageArg,,,. is ~ 0.61%
of a node’s overall transmission range.

Signal Strength

The signal strength scheme operates similarly to the approaches praased apart from the
metric which is the received signal strength in this case. The receivedl sigangth is an ap-
propriate measurement to estimate the distance between two nodes. Thealaetha neighbor
node from a relaying node is, the weaker the received signal strendthnsapping the signal
strength on the distance we get a similar approach as with the distance metngedqDently,
the weaker the receiving power of a signal is the more additional areavésezbby a node.
However, the receiving signal power must be higher thad B34 which is the receiving power
necessary on the PHY802.11 layer to decode a signal.

During the DFD expiration again multiple copies of the packet may be receiVedse
packets are received at different signal strengths which indicatdgtande to the sender of the
packet. Consequently, the actual progress, e.g. the weakest siaieate packet is received
at has to be saved. A nodedrops its broadcast packet if it has received a copy with a signal
strength higher than the threshaeldThis again indicates that another neighbor close enough to
x has already relayed the packet.

The signal strength is not dependent on any location information. Thysosition infor-
mation has to be gathered and distributed, and no service like GPS is n€ehsgquently, the
use of the signal strength metric is an appropriate choice if no location eésvéwailable.

6.2.2 Dynamic Forwarding Delay (DFD)

The DFD is chosen from the intervfl, 7., |, whereT},. is the maximal delay a node can
buffer a packet. Furthermore, the DFD is calculated depending on thergdttopology infor-
mation a node has. To calculate the DFD several functions, depending @nairess metric,
are introduced. Furthermore, the functions may be linear or exponesgmHigure 6.2).

The linear function calculates the DFD linear to the progress a node atldsxponential
function favors the nodes closer to the transmission boundary even ribies, a polariza-
tion is done where only the nodes very close to the transmission boundemjata very short
DFDs. The exponential function should perform in particular well if nbwis very close to the
transmission range of a broadcasting node exist. Functions 6.1 and @2ddep the distance
between sender and receiver. Functions 6.3 and 6.4 calculate the @BRliag to the addi-
tional area a node covers. Functions 6.5 and 6.6 depend on the rgcagimal power of a node.
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Figure 6.2: Shape of the DFD functions.

Function 6.7 is the random DFD (RAD) calculation used in the location-baseshee [24]:

DFD = Tyas- (1 - d(“;y)> (6.1)

DFD = Tyas- (6.2)

Functions 6.1 and 6.2 calculate the DFD depending on the distaheeveen a sending node
x and a receiving nodg. In the first function the DFD is calculated linearly, whereas an ex-
ponential function is used in the second. The farther away two nodetharsmaller the DFD
becomes. If the receiving node is very close to the transmission range séftiding node the
DFD is approximately 0, whereaslaF'D ~ 1 results, when the receiving node is close to
the sender. Thus, a receiver farther away will rebroadcast eepaeklier than a closer node.
All nodes nearer than the resending one hear the relay of the packe¢@aiculate their DFD
according to the information they received with the packet.

AC
DFD — TMM.<1—O.61'T27T) (6.3)
e — 6(0.6?3%)
DFD = Ty ||~ —7— (6.4)
e_

In the functions 6.3 and 6.4 the value of the DFD no longer depends on tiaaaksbetween
two nodes, but on the additional ardé’ a node covers. We again use a linear or an exponential
function to calculate the current DFD. Whenever a packet is recelked)FD is recalculated

if the interim progress is over the threshold, else the packet is droppktd@DFD has to

be generated. Both functions again recalculate their progress as viledl B8-D dynamically
depending on the actual knowledge a node has about its neighborhood.

RX pin—RX

DFD = T (1 Y 10(10)) (6.5)
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(4 10(W)>
e—e

DFD = Tyax- : (6.6)
e_

The DFD functions 6.5 and 6.6 operate on the signal strength a packeeige® at. RX is
the receiving power a signal is received at d04d,,,;,, is the receiving power threshold below
which the signal cannot be decoded anymore. Again a linear and anexe calculation are
supported. A weaker signal means a larger distance between two nvtlesever a packet is
received, the DFD is recalculated according to the weakest signal tleehas received a packet
at.

DFD = Three - RAND (6.7)

The last function 6.7 is used by [24]. The DFD is randomly chosen betWesmd T}/,
Furthermore it is not recalculated according to the progress of a ndules, The local topology
is not taken into account in the DFD calculation.

6.2.3 Cancel on MAC

If the DFD expires and the additional area coverable by a node is largerthie threshold,
the packet is sent to the MAC layer and scheduled for relay there. Th€ BB?.11 does
not immediately rebroadcast the packet. It first has to carrier-sensagtieim. Thus, it is

possible that meanwhile another copy of the packet is received by the niiterefore, the
immediate broadcast of the packet is canceled and a recalculation of gregsdnitialized (the
progress may have changed according to the new information gathdrith, sthiould be taken
into account). Consequently, the packet is removed from the interfamesquf the progress is
above the threshold the packet is handled to the routing layer and nedali¥féth a new DFD,

else it is dropped.

6.2.4 Threshold Decision

The Location-based routing protocol [24] proposes progressidasien each node. Thus, even
the first node scheduled to retransmit a packet depends its forwareligjah on the progress
threshold. We insist that the first relaying node rebroadcasts a packefy, not depending
on how much progress it adds. The refinement makes sense, as it istnction in dense
networks, but may lead to a better reliability in sparse networks. We defiha tiede should
only depend its broadcast on a progress threshold if it has hearceamaithe relaying the same
packet before.

Figure 6.3 depicts the influence a threshold-based broadcasting detigiohave. The
connected network cluster will never be reached, as node 2 doeshroaidcast the packet it
received from node 1. Within our proposal, node 2 rebroadcastatiiep as it is the first (only)
node scheduling the packet for rebroadcasting.
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Figure 6.3: Reliability depending on the threshold.

6.2.5 Energy Consumption of DDB

An important drawback of mobile ad-hoc networks is the small availability of bafiewer.
Therefore, a broadcast protocol is favored that consumes as littleyoptieer as possible. To
test DDB against power consumption, we implemented battery power metricaliedahese
evaluations. Within our energy consumption scheme three states are distedyuiie sending
of a message consumes a certain amount of energy which is describdxhbhgraission power
ratio Txz. Whenever a message is sensed another quantity of energy is consumesie and
decode the message. The according parameter is dalled he active device state, whenever
no sending or receiving activities are sensed, is called idle mode/dlheveight means that
the idle sensing of the channel consumes as much power as the recdidngassage (see
[43],[44]). The energy consumption evaluations are done in the encafifftoma thesis.

6.3 Simulation Scenario and Parameters

To properly test the DDB protocol we investigate several node densit@iffénent topologies.

As long as there is no mobility, the nodes are randomly distributed over the sinmuaiia. In

the mobility scenarios the Random Waypoint Model [15] is used. The alavede densities we
simulated and tested are depicted in Table 6.1.

No. of nodes n| area side s No. of neighbors
250 4000 ~

500 4000 A2

500 3000 ~ 11

500 2000 ~ 24

1000 2000 ~ 49

2000 2000 ~ 98

Table 6.1: Number of neighbors according to network densities.

[18] shows that in general six to eight neighbors are necessary tevacbonnectivity in a
network. The following equation calculates the number of nedescessary to fulfill the above
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condition: )

. m-S
(i -
wherem is the minimal number of neighbors,the transmission radius, asda network area
side. In the sparse networks (three or six neighbors) it is possible thaetivork is not com-
pletely connected. As we want to measure the delivery ratio as the pegearit@onnected
nodes reachable, we implemented an algorithm to determine the connected @tostal a

sending node. Consequently, the delivery ratio is calculated correisggoadhat cluster.

Distance [m]| Additional area [in % of 0.61?7] | Signal strength [dBm]
25 10 ~ 40

50 20 ~ 27.96

100 40 ~ 15.92

Table 6.2: Thresholds used in our simulations.

In Table 6.2 the thresholds used in the different progress calculatiershawn. The thresholds
are mapped to cover 40% of the maximal progress possible. This has beertalensure
consistency among the different approaches. In all simulations a 95ftlence interval was
calculated to insure statistical relevance of our simulations.

Tz | Rx | Idle
10 | 1.0] 1.0
10 | 1.0] 0.1
15(10] 1.0
15|10 0.1

Table 6.3: Different transmission, receiving and idle energy constiompvalues.

In the second part of the evaluation we investigate the energy consumgti@vibr of the
implemented flooding schemes. To do so, different proportioff&wfRx anddie parameters
are chosen. You can see the parameter settings in Table 6.3.

We compare the DDB protocol to a Simple Flooding scheme as well as the Lotaiseal
broadcast strategy proposed by [24]. If no other settings are medtidme simulation and
protocol parameters listed in Table 6.4 are used to run the different ptstdde DDB protocol
performs best with those parameters in most configurations, especiallyrietherk is dense
enough. For the Location-based protocol we use the values sugbgqad.

The simulations that support the mentioned values are discussed in latensegttbsub-
stantiate the choices we did so far. Within the DDB protocol all three refinenaea enabled.
That means the calculation of the DFD depends always on the progresaarfe, the mes-
sage Cancel on MAC function is enabled, and the first relaying noaslstdd rebroadcasts the
packet anyway. One source packet is broadcast, as long as weé tshoongestion, mobility,
or energy consumption. In those cases it is necessary to send multipktpaxinovestigate the
performance of the protocols. The exponential calculation of the DFDed.ushe Location-
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Parameter Value

Simulator Qualnet 3.6
Tx distance 250m
Simulation Time 900s

Tarae (LOcCation) 10ms

Thriaz (DDB) 2ms

Threshold (Location) 100m
Threshold (DDB) 0.4 Aoz
Jitter (Flooding) 2ms

Table 6.4: Standard parameters used in our simulations.

based protocol is based on the distance metric as proposed in [24kasghbe additional area
covered is used in the DDB protocol.

6.4 Evaluation

In the following the DDB protocol is compared to a Simple Flooding protocol erotie hand
and to the Location-based protocol using the distance between two modexbfoadcasting
decisions on the other.

6.4.1 Progress Schemes

We compare the different DDB schemes to figure out the most appropeet®n to further
deal with. The thresholds are defined as 40% of the overall progoss#fe. The results (see
Figure 6.4) indicate that all progress schemes reach almost 100% dektier, even in sparse
networks. In contrast to the delivery ratio the different broadcastiggrishms differ much
in respect to the number of retransmitting nodes as well as the average-end-delay. The
additional area progress scheme produces by far the best resultg #mecthree approaches.
Therefore, the additional area mode is chosen for our remaining inviéstigaas it provides the
best results concerning the number of retransmitting nodes and the end-telay.

The number of retransmitting nodes is decreased depending on the nity deall three
modes. Furthermore, the ratios concerning the differences among the neodgis almost
constant independent of the node density. If an even better mappimgHesignal strength to
the resulting DFD was found, the signal strength performance shoutdxapate the distance
results. This is obvious, as the DFD calculation operates similarly for both snaae the
signal strength correlates with distance. However, The path loss is dolylatad with a path
loss coefficient of 4 for the nodes near to the transmission boundaryallFather nodes the
coefficient is just 2. Our DFD calculation in contrast assumes a coeffiofehfor all receiving
nodes. Thus, nodes closer to the releasing node are proportionaiedav Enhanced with
a better mapping, the signal strength becomes an appropriate mode fomaolatiens, as it
avoids the drawbacks of distributing position information.
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Figure 6.4: DDB performance under different progress metrics.

6.4.2 Influence of T 4.

Next we investigate the influence of the maximal packet délay... Provided the results above
we tested the additional area progress with exponential DFD (see eg6atjoriVe analyzed
two metrics: the number of retransmissions necessary to broadcasted péttin the network
and the end-to-end delay until the last node in the network receives thetpal'he delivery
ratio is not depicted, as the packet buffering time has no influence on rietal@bility. Thus,
the ratios are similar to the results obtained in Figure 6.4 (almost 100% for all siomsja

Figure 6.5 depicts the results we got in our simulations. In sparse network adiltie of
Trq decreases the end-to-end delay importantly, whereas the number ofngigssion is al-
most not affected. The advantage of a highgt,,. only occurs in very dense networks and has
just little influence. Therefore we decide to tak&'g,. of 2ms for our further investigations.
The results we obtain include the Cancel on MAC routine. If this option is tidatheT ;4.
value has to be chosen higher, else the number of retransmitting nodessesteproportion-
ally. This is shown in section 6.4.4.
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Figure 6.5: Influence of the maximal packet buffering tirfig; ..

6.4.3 Influence of the Progress Threshold

Another factor is the determination of the appropriate progress threshidla threshold of a
buffering node is under-run, the packet is dropped. Thus, batewveipis saved and congestion
may be prevented, whereas the increased number of packet dropsdemtligher probability
of network unreliability.

The results of the simulations with different thresholds are depicted in Figyére The
average end-to-end delay as well as the number of retransmitting nodesiske as soon as
the threshold is increased. The diminution of the number of retransmitting eddwious
as a higher threshold leads to more rejected packets and thereforettaasméssions. The
minor end-to-end delay is a side effect of the lower number of retransmittdgsa As fewer
rebroadcasting nodes correlate with fewer packets received bye itdtas to perform less
rebufferings. Consequently, on average a node relays the packedrs The simulations support
the progress threshold of 0.4 as being most appropriate. This choiqgpigrged by the delivery
ratio which still approximates 100% even in sparse networks. Howeveresdts indicate that
the choice of even higher thresholds would lead to less reliability, especiapairse networks.

6.4.4 The Specific Protocol Refinements

In this section, the impacts of the individual DDB refinements are consideretre detail.
First, we consider the scenario, where the threshold is applied to theditstraleasing a packet
in the vicinity of an initial sender. The advantage of our refinement is depictEigure 6.7.

The broadcast of a packet by the "best” neighbor without a proginesshold decision leads
to an improved reliability in sparse networks, whereas no drawbacksaing end-to-end
delay and number of retransmitting nodes are added. The dependeaheyfioét relaying node
on a threshold diminishes the delivery ratio to less than 90% in a network witloxépately
six neighbors. This results substantiate our assumption that an uncondlitedag by the first
node has no drawbacks. Therefore, we keep that refinement in use.
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Figure 6.6: Progress threshold.

The second refinement is the Cancel on MAC option. Subfigure 6.7(&pied an important
influence on the number of retransmitting nodes. Furthermore, the emiitdetay seems to
be affected, too. However, the bad effect on the number of retransmiltidgs correlates to
the choserly q.. A Thrae Value of 2ns is only appropriate in combination with the Cancel
on MAC routine. Extending simulations show that.2 is an interval too short to benefit from
the progress calculations, as too few packets are received duringsiort buffering interval.
This applies to the DDB protocol as well as to the Location-based protatslubfigure 6.7(d)
you can see the influence of the Cancel on MAC routine if we chdBga of 10ms. There
are still more retransmitting nodes than with the standard DDB configuratiothdamount is
belittled distinctively. The increased number of retransmitting nodes is oh\asus canceling
in the interface queue is possible anymore. We conclude that the CanceAGrrddtine is an
important refinement. It enables especially the choice of a smBjlgr,, which improves the
average end-to-end delay in sparse networks (see Figure 6.5) veipwe abandonment of the
Cancel on MAC is possible by increasing thg ...
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Figure 6.7: The Specific Protocol Refinements.
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6.4.5 Comparison of DDB with other protocols

The configuration of the DDB protocol is evaluated. It is shown that tmarpaters proposed
in 6.3 are an appropriate choice. Thus, those protocol parameterseatéon the remainder of
the chapter. We will now compare the performance of DDB to a Simple Floodwtggnl and
the Location-based protocol with parameters as proposed in [24]. InlSkgoding, we are
confronted with the following problem: If multiple neighbors of a sending nadeat similar
distances away from it, they relay the packet almost simultaneously, whicleawyo collision
and packet loss. To avoid this behavior each packet broadcastyeddig a random jitter inter-
val. To properly test the influence, we additionally simulated a very spatserk with a mean
of only three neighbors. Furthermore, we tested multiple numbers of nadésmly distributed
over an area 04000m x 4000m. In sparse networks, collisions may lead to disconnections of
nodes, or even worse to unattainability of a whole cluster of nodes. Theechround a sending
node is calculated and the delivery ratio determined relatively to the cluster.

T T
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500 nodes
/}/ 1000 nodes ——
e 2000 nodes —&—

0.95 % 0.15

0.9

0.1

Delivery ratio [%]
End to end dealy [s]

0.85 - 0.05
250 nodes —+—
500 nodes
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0.8

0
0.1ms 0.5ms 2ms 5ms 10ms 0.1ms 0.5ms 2ms 5ms 10ms
Jitter interval [ms] Jitter interval [ms]

(a) Delivery ratio (b) End-to-end delay
Figure 6.8: Broadcast jitter in flooding.

The evaluation of different jitter intervals is depicted in Figure 6.8. The midege of a high
jitter interval is the decreased feasibility of collisions. Contrary, a high jitternmaténcreases
the end-to-end delay. The simulations indicate that a jitter intervahof 8 most appropriate,
as minor values negatively affect the reliability and higher values inctbasend-to-end delay
unnecessarily.

Having outlined the settings of the different protocols, we are now ablenpace the pro-
tocols among each other. In the first simulation setup, one packet is i@ static networks.
Neither mobility nor congestion is taken into account. Thus, those simulationssesp the
inherent effect of the protocols on the number of retransmitting nodeentio-end delay, and
the delivery ratio.

The simulation results are shown in Figure 6.9. The delivery ratio for the pD@Bcol is
depicted in Figure 6.4. It represents the lower boundary for all simulasiodss approximately
100%. Therefore, the delivery ratio is not depicted. The diminished nuoflretransmitting
nodes with the Location-based protocol is reduced even more using tBepbd@ocol. The
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Figure 6.9: DDB compared to flooding and location [24].

Location-based protocol calculates the DFD randomly, i.e. independentthe progress a
node has. This indicates the stagnation of the number of retransmitting rrodes 40 to 50%.
The DDB protocol in contrast uses the progress not only for the agloasting decision, but also
for the DFD calculation. Therefore, the progress affects the buffaiine of a packet, which
improves the best effort decisions on the nodes. This results in the consinlescending of the
number of retransmitting nodes in correlation to the augmentation of the neteosityl

The average end-to-end delay of the DDB protocol and the Simple Flogdotgcol are
almost identical if only one packet is broadcast. Both have a maximal pdelest of 2ns per
node. The slightly better end-to-end delay of the DDB protocol in dertseonies corresponds to
its minor network load. However, the exponential calculation of the DFD in th& protocol
leads to a higher end-to-end delay in sparse networks. The Locatsautmotocol has no
Cancel on MAC function. Thus, the maximal packet buffer tilfg,, has to be chosen s
[24], else the number of retransmitting nodes increases unproportioGalgequently, the high
Tvae leads to the increased end-to-end delay of the Location-based protocol.

The results indicate that the DDB protocol adds important benefits to thdibodzased
protocol. The refinements diminish the number of retransmitting nodes drastiCha#yCancel
on MAC routine allows the choice of a smdll,., value, which eminently affects the end-to-
end delay.

6.4.6 Congestion

One of the major drawbacks of the Location-based protocol is its inability &b wi¢h con-
gestion. Under heavy network load, the Location-based protocol mmgserform better than
Simple Flooding. We hope to avoid this drawback with the DDB protocol, as it difvesishe
number of retransmitting nodes and the end-to-end delay. We restrictemntilatgon time to
100s. 80 nodes are randomly distributed in the simulation area which is fixe8btbn x 1350m,
900m x 900m and600m x 600m. Consequently, node densities of a minimum of 9 neighbors
up to 44 neighbors are simulated. The settings differ from those used s@ faongestion con-
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sumes much more simulation memory. Therefore, the simulation settings are smaled®he
randomly chosen source node broadcasts a packet at the followingadiog rates: 20, 40, 60,
80 and 100 packets per second.

Figure 6.9 indicates an average end-to-end delay for one single md&@&to 80ns for the
Location-based protocol and 25 to40 for the DDB and Simple Flooding protocols, respec-
tively. Consequently, the Location-based protocol is assumed to feffeily under congestion.
The Simple Flooding algorithm on the other hand should be badly affected bigfisiumber
of retransmitting nodes.

You can see the congestion simulation results in Figure 6.10. In sparserketive DDB
protocol and the Location-based protocol seem to suffer a little undetettreased number of
retransmitting nodes, whereas the Simple Flooding is only little affected by stioge Nev-
ertheless, the DDB protocol approximates the delivery ratio of Simple Flgodinhas even
a slightly better end-to-end delay. The Location-based protocol agdia tacits high packet
buffering time. Therefore, it performs badly even in sparse netwokkssoon as the network
density is elevated, the advantage of the DDB protocol comes into accouah Ubader high
packet origination rates a delivery ratio of 100% is approximated, whéhesend-to-end delay
remains almost constant at/a@. The augmented network density, which leads to congestion
in the Location-based and the Simple Flooding protocols, does not afled@@B protocol.
This is achieved by the improved rebroadcasting decisions that corretatermised number of
neighbors.

The simulations show that the DDB protocol performs excellent underestiog, at least
if the network density is high enough. Even in sparse networks, the DD®gwl is able to
perform nearly as well as Simple Flooding. The disadvantage of Lochtsed broadcasting
protocols is avoided, which makes the DDB protocol an appropriate claideeavy loaded
networks.

6.4.7 Mobility

Next, the DDB performance under mobility is investigated. All three protogoésate station-
ary without knowledge of their neighborhood. Therefore, the prdsmmnot maintain neighbor
tables which may contain outdated neighbor entries. Consequently, allpgtoteeols are ex-
pected to perform well under mobility.

S Avg — 10%[%} S Avg + 10%[%]
9 11
18 22
36 44

Table 6.5: Speeds used in our simulations.

Both, the DDB and the Location-based protocol make their rebroadcafiigion due to the
current position information they have gathered. Afterwards, the pékeffered for a certain
time. Meanwhile, the network topology may have changed. Thus, the pladedcasts could
be inaccurate according to the changed topology. That objection cagglected as the packet
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Figure 6.11: Influence of mobility.
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buffering time is at maximum X0s per node. Furthermore, the best progress decisions are
taken locally, e.g. depending only on the neighbors of a node.

The simulation setup is the same as for the congestion simulations, apart frqache-
originating rate which is fixed to 10 packets per second. Thus, congéstwoided. Further-
more, we use the Random Waypoint Model explained in Chapter 4. Tlse piate is set toQ
The average speeds,, we simulate are depicted in Table 6.5. All nodes move at a speed of
Savg £ 10%.

The simulation results are depicted in Figure 6.11. The results supporssumation that
mobility does not have much influence on our protocols. The protocols tiguifier from
out-dated neighbor information. Thus, mobility is almost transparent to thera.tdgology
remains almost static for the duration of one network-wide broadcast. =gyl shows that
the end-to-end delays are constant for all protocols over all nodedspelrhe packet loss in
the sparse network can be explained by fragmentations of the netwdarigdimulation time.
According to the frequent mobility changes no clusters around the soode=are calculated.
This assumption is supported by the higher confidence intervals of these tsamsila hus, the
delivery ratio is absolute and not in relation to the cluster size. In denseories, we can
assume network connectivity throughout the whole simulation time. Consityuba delivery
ratio is 100% for all protocols. The simulations show that mobility has no infli@rcthe
protocols.

6.4.8 Radio Irregularity

The RIM model described in Chapter 2 is used. The DOI is set to 0.01 andSReto 0.5.
The DDB protocol should suffer most under radio irregularity accardim its modeling of
circular transmission ranges. The Simple Flooding as well as the Locatsmtpsiotocol does
not depend on any suggestions concerning the radio range. Tiegrgfegular transmission
ranges should not affect them. However, the network connectivity ibmger predictable.
Consequently, the delivery ratio cannot be calculated dependent @tuster size around the
source node.

The results with radio irregularity are shown in Figure 6.12. Commonly theaiglatio is
affected a little in sparse networks, whereas in denser networks a 1€l88#ry ratio is achieved.
The average end-to-end delay remains for all protocols the same as iimthlatens using
circular radio ranges. This indicates independence of the end-toedaygl@h radio irregularity.
The Location-based protocol uses fewer retransmitting nodes, véhiei2 needs an increased
number of retransmitters under irregular transmission ranges. How2&,remains by far
the best performing protocol. The improved performance of the Locaiéaed protocol can be
explained by its distance progress metric which is less affected by irrdgatesmission ranges.
Consequently, the threshold decisions seem to benefit from that etidoereas the inferior
performance of the DDB is obvious. The misled radio area assumptions meshtbove do not
map the irregular transmission ranges. We conclude that the effectiofinajularity results
in negligible drawbacks.
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Figure 6.12: Protocol performance under irregular radio ranges.

6.4.9 Energy Consumption of Broadcasting Protocols

A major determinant of mobile ad-hoc networks is the consumption of battergmpdvobile
devices may be equipped with feeble batteries. Therefore, it is desirdbldtsuch devices as
little as possible. Concerning battery power, the Simple Flooding protocolupper bound of
wasted energy. This is obvious as the energy consumption conductivedyates to the number
of rebroadcasting nodes.

We will show that the DDB protocol on the other hand performs well, besthesnumber of
retransmitting nodes can be diminished considerable. Furthermore, gdotragighbor knowl-
edge methods no additional distribution of hello-messages is necessaradditional energy
consumption to receive the position of a node (GPS, VHR), which is negeissposition-based
protocols, is heglected. This is acceptable, as it is proportionally low.

The simulation setup is as follow. A randomly chosen node initiates a broguiastt every
ten seconds. The network area0m x 2000m and 1000 nodes are randomly distributed
within those boundaries. This results in a node density of approximately igBbwes. The
decision to send a packet every ten seconds is taken in order to avoiddtigbrk loads which
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would overstress the simulator. Tlidle value is adjusted (see Table 6.3). Adle value of

1 does not mean that the idle sensing of the carrier consumes as much aséng receiving

of a packet, but that the idle energy consumption between the broadcakting packets is
weighted with 1. The fixing of thédle parameter makes sense, as we simulate networks which
are most of the time in idle mode and we want to investigate the influences of theenomb
retransmitting nodes as well as the number of packets received.

Ratio of dead nodes [%]
First dead
10
20
30
40
50

Table 6.6: Percentage of dead nodes.

To properly analyze the simulations we collect the ongoing data whenevertancratio of
nodes is dead. You can see the ratios of dead nodes in Table 6.6. Atitheg®ints, we collect
the average energy power and the current end-to-end delay ofddast packet. We stop our
simulations as soon as 50% of the network participants are dead. Thisdsabésas afterward
the fragmentation of the network increases fast. A vigorous decredbe a¥erage end-to-end
delay indicates the network fragmentation, too.

The results with one source node are depicted in Figure 6.13. The traimpssver is
weighted with a value of ten and the receiving power with 1. That means thenission of
a packet needs ten times more power than the reception. The idle time is set withltws,
once with 1 and once with 0.1. In the second setting, the idle sensing has almiogiuence
as it takes about 100 seconds until one power unit is consumed by idleériggtehhe results
show that the small number of retransmitting nodes in the DDB protocol hasiaflignce on
the battery life expectancy. This is obvious as fewer retransmitting nodesiedess packet
receiving operations. The comparatively strong ascending betweeadettk time of the first
node and the death time of 10 percent of the network within the DDB protarotlates to
the selective choice of most appropriate neighbors. The progressdequcies within the DDB
protocol lead to a selective disconnection of neighbors. The fast retivop as soon as more
than ten percent of the network is dead is common to all protocols. The emtiitdelay remains
almost constant for the Location-based and the Simple Flooding protocisl.cdtiesponds to
the uniform load of the participants. DDB in contrast suffers as soon as than 30% of the
network is dead. The selective disconnections in the DDB protocol leadgmentations which
cause the decrease of the average end-to-end delay.

In a second scenario, we fix the number of sources to three randonsdercinmdes. The
DDB protocol and the Simple Flooding protocol perform almost similar to the simakwith
only one node. The death times are obviously much shorter, but the ratiasnréhe same.
However, the end-to-end delay of the DDB protocol suffers much ledenthe increased net-
work load. It remains almost the same as with only one source. The simulabemadcast
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Figure 6.13: Energy consumption with one source node broadcasting a&paekry ten seconds.
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of three packets does not affect the DDB protocol, which is a promisggtreT he results we

got with the Location-based protocol are a bit astonishing. It takes amsdsing as with one

source node until a given percentage of nodes in the network is déaddifference is at least
lower than in the other two protocols. The random choice of neighborssaads benefit here.
The abrupt decreasing of the average end-to-end delay after ttreaddhe first node indicates
that the network is rapidly fragmented. This assumption is supported byg8td®.14(a) and

Subfigure 6.14(d) which show that the neighborhood of the source isatisconnected before
50% of the whole network is dead.

We conclude that the DDB protocol consumes much less energy than thémtlprotocols.
The specific disconnections lead to comparatively long intervals until ther jpgreentages of
dead nodes occur. The simulations show that DDB does not only redece/énage energy
consumption, but is also hardly affected by simultaneous broadcastiragkéis.

6.5 Conclusion

The DDB protocol adds important features to the position-based brsiaigéechniques known
so far. The protocol performs well under all network metrics we testedghdws its qualities
especially in congested networks and when energy consumption is takextautont. Further-
more, it does not depend on mobility and is well scalable.

The impressing scalability of the DDB protocol correlates to the improveddaiating deci-
sions in dense networks. This is obvious, as in dense networks much ouws are covered by
other nodes. Consequently, those nodes are prohibited to rebrbagzaket.

The dependency on location information, which is the main disadvantage pfaheacol,
was not considered further. The overhead to gather this informatiom&d=yed rather negli-
gible. If not, the signal-strength progress decision could be investigatadria detail. Another
drawback, the protocol suffers from is its assumption of circular raatiges, even if the nodes
have very inhomogeneous radio ranges. However, the simulations shovatho irregularity
barely restricts the DDB protocol.

A future task is to compare our protocol to neighbor-knowledge-baszatibasting proto-
cols. The Multipoint relaying protocol (MPR) is implemented, but not yet tksitensively. We
suppose our protocol to perform better than the MPR protocol. Espeitiatigpect of mobility
and battery power, where the additional distribution of neighborhoodnrdtion in the MPR
protocol means an immense drawback.
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Chapter 7

Further Investigations

7.1 Destination Search Schemes in Mobile Ad-hoc Networks

In location-based routing algorithms, we are confronted with the probletthteagosition of a
destination is not known when a source wants to initialize a communication. fohera loca-
tion service is needed to deliver the position of a specific node. Furthermibmobile nodes
have to register their current position with that service. In opposition tsiciscellular net-
works where a central server does such a service, the necedsanyadtion has to be distributed
in MANET. This is obvious, as within a mobile ad-hoc network we would nonguaow the
position of the server. Therefore, we have to look for other solutionge €rategy to get the
needed information is to simple flood the whole network. However, floodiegations have a
dramatic effect in large networks and, thus, are not further consiéderan approach to solve the
location service problem. In [45] several approaches to supply locsdinvices are introduced.
All those protocols are proposed, but none of theme has been implem&uadequently, no
data on the effectiveness of such a location service is available. Tleugeided to implement
one of those location services [3] called virtual home region (VHR). A sinaifgsroach has
been proposed by [4].

7.1.1 The Virtual Home Region (VHR)

A VHR is an area, somewhere located in the network that supplies the neéatadation about
a node. Thus, a mapping of each node to its VHR is necessary. In ouragp each node has
its own VHR, uniformly distributed over the whole network area. We choseapgaroach to
prevent congestion areas, what could affect the location serviceiligiaCentralized regions
for multiple nodes could lead to congestion if enough queries were sent tgathe region
simultaneously. We maintain the diameter of the home region variable, in a way ¢natatte
always between two and ten nodes within its range. The position of the oawderof the VHR
is distributed among those nodes currently located in the VHR. The minimum nwhbeo
nodes grants that the position is always available and the maximum numbenoftesensures
that the communication overhead does not burst. The relation betweere@anddts VHR is
defined by a well-known hash functidid. The functionH operates on the end-system unique
identifier (EUI) space. The EUI is a key uniquely identifying a noHereturns an image in the
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location dependent address (LDA) space. The LDA is simply a tripletafigghic coordinates.
The equation ig1 (EUI) = C, where C is the center of the VHR of the node with identifier
EUL.

The update of the VHR operates as follows. The owner nogeriodically sends, after a
time intervalt, a unicast message containing its current position to its VHR. Within the VHR
the update message is distributed to each member node. If a/n®dalling to send a packet to
x, it sends a unicast query message into the VHR.dFhe first node in the VHR receiving the
position query sends a unicast message, containing the LRDA ldick toy. The VHR update
as well as a position request are depicted in Figure 7.1.

VHR of Destination

-

Source

Figure 7.1: VHR update (blue) and position request using GPSR (green).

The approach has several technical difficulties. First, the VHR nemds smanagement proce-
dures to ensure that the VHR contains the predefined number of nodesoAd difficulty is the
distribution of the LDA within the VHR. New nodes may enter the VHR and nodeglpave
it. Thus, the VHR must be equipped with multiple self-organizing functions.oleesthe first
task, the radius of the VHR is distributed among its members and is updatedeweheme of
the ranges which constrict the number of members is transgressed. dicatés broadcasting
of the appropriate data, within the VHR, whenever such boundary viotatioour. The distrib-
ution of the LDA among the VHR members is handled likewise. To do so, eaahkramvs the
current VHR it is a member of, or it sets a mark that it is currently within no VIABdition-
ally each node frequently checks its current VHR membership. WheaeveiR membership
change occurs, a message is broadcast to inform all VHR members @ttstate.

7.1.2 Implementation and Verification

During the implementation of the VHR, we were confronted with multiple difficultiesloks
not seem possible to implement the distribution of the data within the VHR in an affivegy.
As we simulate dense networks with approximately 220 nodes per squaretdtpthe protocol
overhead to organize 400 different home areas is much to high. Eaehhasd4 neighbors in
average. Furthermore, the nodes are moving at a speed betWeandl40; . If we expect an
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average of five neighbors in our VHR, the expected radius is:

B (5 -10002

220~7r>%86m

Consequently, we have 400 circles, each having a diameter of about, Xthtaining five
nodes in average moving at rather high speeds. The frequency of meharge in the VHRs
throughout the whole network, therefore, is very high and causes owachead.

There are several modifications and optimizations possible, but the efffaéisuch a pro-
tocol may still not be given. A big problem is that the distribution within each \ii&fpends
on broadcasting mechanisms. Even if the number of broadcasts can be mihiingtd#l leads
to a capacious protocol overhead. Furthermore, the enhanced imatffie network may lead
to even more collisions. Those collisions may also influence the reliability of thie bauting
protocol. A possible solution is to map multiple nodes on one VHR. Thus, thbeadicould be
minimized by the same factor, as the VHR houses nodes. The disadvantageastentration
of traffic on those areas then.

The update strategy as well as the request/respond routines are sxetp @aplement. The
organization of the VHR in contrary leads to inefficiency that can hardlgdbeed in a highly
mobile and dense network. Additionally, the few simulations done showed tbatribination
with GPSR the additional delay through the location service is much higher xpacted.

7.2 Inaccuracy of Destination Information

In this section a restricted local flooding mode is proposed. Its intention istevith inaccurate
destination information in Location-based routing protocols. The algorithm ifeimgnted to
enhance BLR. The inexact position information may originate in imprecise @diteeckd by a
destination search scheme, or the position may be out-dated as soon askiteapé@ves at the
neighborhood of the destination. This is possible if the packet was rougedrultiple hops and
the destination moved away from its initial location in the meantime. That occérismather
improbable as the packet normally has short end-to-end delays. Ttieaties may not have
moved far enough in the meantime. Whereas the combination of imprecise destpaditon

supply with a high end-to-end delay makes this possible to happen.

7.2.1 Restricted Local Flooding

If a packet includes an out-dated destination position, it is not delivevatheBLR. In this case
the backup mode has no chance to deliver a packet. Consequentlyckie¢ igamains in backup
mode until either a loop occurs or the packet is dropped. In order toedetiessages in such
cases, we refine the BLR protocol with a restricted local flooding meafmanis

The local flooding is initiated whenever a packet arrives in the neiglooarbf the destina-
tion position, included in its header, but the destination is not reachablé¢ midemns, the desti-
nation has moved farther away from its initial position than the transmissior rarithereby,
the local flooding is initiated before the backup mode is entered.
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Figure 7.2: Geocast destinations of local flooding.

The local flooding operates as follows: Six positions around the initial dggimposition are
chosen. Each of them twice the transmission rangeay from the initial position and with an
angle of 60 between any two pairs of these points (Figure 7.2). A duplicate of the packent
to all these temporary destinations, using BLR as routing protocol. If thindéen has not
left that circle which has a radius of the double transmission range andti&red at the initial
destination coordinates, it should be reachable using the local floodingamiem. The value
of twice the transmission range should be sufficient to ensure availability.

7.2.2 Conclusion

The restricted flooding algorithm is a refinement to the BLR protocol implemém{éfland has
to be inserted there. This task has not yet been done and all futurégatiess and evaluations,
therefore, are referenced to [5].
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Chapter 8

Conclusion

In this diploma thesis some problems of location-based routing protocols follaraxbhoc
networks are discussed. The difficulties are mainly caused by ignoo&tive network topology
and the difficulty to predict network performance. These restrictionstieagouting overheads
when gathering or distributing the needed information. This overheadad taclow bandwidth
and low battery power which are natural constraints in mobile ad-hoc networ

One way to counter the problems of inaccurate topology information is to impheveis-
tribution and reliability of the exchanged location information. A number of eordle tech-
nigues to enhance the distribution and correctness of hello message®posan and eval-
uated. GPSR is chosen as underlying routing protocol, but could becegplay any other
protocol based on hello-messages. The simulations show that a beastraiegy expanded
with the possibility of predicting neighbor positions adds network reliabilitylescdown rout-
ing overhead, and improves the end-to-end delay. In other simulatiomsedation between the
movement of a node and the frequency of sending beacons is donmafpeng of the moving
characteristics of a node on its beacon-sending interval enhancestiv@rkperformance. The
refinements are easy to realize and improve location-based routing gsotoosiderably.

An astonishing effect of all routing protocols is their weak dependencadio irregularity.
The multiple simulations show only little influence of the circular transmission rasgiengp-
tions done by GPSR and DDB. GPSR is highly adaptable to wrong neightmbrhfinrmation.
In the case of a wrong routing decision, it simply choses another neigishoext hop and re-
peats that process until the packet is forwarded or dropped. Thedetatio of DDB suffers
a little more, but is still almost negligible. Another reason is the absence of cantiphe, and
resource consuming route detections in location-based protocols. $éwéses would degrade
the routing performance under radio irregularity.

The investigation of destination search schemes shows that those dmsaause high
routing overheads. The lack of time and the concentration on the othdeprebelay the more
specific analysis of the drawbacks. Thus, the assumption of the knasvigdgnode about its
current position is taken into account in our simulations. We assume thatttiexigg of the lo-
cation information can be obtained via a service like GPS. However, GP$asvays available
and the information obtained is charged with impreciseness. However, itigeafsa location
service like VHR would also provide imprecise position information and woultdit@esally
load the network.

75



The position-based DDB broadcasting algorithm proposed in the seeshofphe diploma
thesis provides satisfactory results. The enhancements to the Locasied-seheme consider-
able improve reliability. The most important drawbacks of the Location-bps®dcol, the bad
performance under congestion and in dense networks, are avoidedirfiulations in contrast
show that our protocol performs extremely well in dense networks with loigtis. The sim-
plicity of the DDB protocol and its scalability make it an appropriate choice foaticasting
tasks in dense or highly mobile networks. The energy consumption simulagjaimssbnow good
performance for the DDB protocol, which makes it attractive for senstwarks.
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Chapter 9

Future Work

The diploma thesis addresses some drawbacks of position-based rawatiogofs. For some
of them, satisfactory solutions are proposed. On the other hand, a lewofind additional
guestions and problems rose up during the work. They are listed belowoaltibe investigated
in the future in more detalil.

e The combination of the position prediction mechanism with the mapping of the speed
of a node on its beacon sending frequency could be evaluated. Tleuadvantage of
the increased reliability caused by the prediction of future positions is coohhifit
the reduced network load caused by a more appropriate beacon setrditegy. Both
techniques are disjunctive. A combination is meaningful and a better peafare can be
expected.

e A reactive distribution of hello-messages is introduced by the GPSR regmtdtocol.
The protocol is implemented without considering any refinements. Nevesthéishows
good results for the simple version. Therefore, a closer considerdtpmssible enhance-
ments could be promising. The regathering of neighbor information on egeiohthe
destination can be optimized. Already known information can be buffefelle interval
is chosen short enough, inaccuracy of that data is avoided. Thusnhiger of neighbors
responding to a hello query can be minimized and the latency to gather thahatfon
can be diminished.

e Radio irregularity is only considered for position-based routing protogiSR, DDB)
and the simple flooding broadcast protocol. All these protocols perfoiite gquell in
correlation to irregular transmission ranges. However, it would be irttegeto see the
performance of other protocols, e.g. table-driven or route-basettorand protocols.

e The virtual home region (VHR) protocol is not yet implemented definitelyti€tdarly, it
could be enhanced with better algorithms. The major problem is an effici¢nbdisn
of the position information of a node within its VHR. Furthermore, the wholeringdion
of the VHR, e.g. who is the coordinator, how to insure population of the Viluite
difficult. Appropriate methods have to be added.
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The restricted local flooding implemented to enhance BLR is not yet includixe: ipro-
tocol. This task as well as the subsequent testing and evaluating of theesemwains to
future work.

The Multipoint Relaying (MPR) broadcast protocol has been implementad fipm the
diploma thesis. The DDB protocol will be tested and evaluated intensiveipsighe
MPR protocol.

The DDB protocol uses the additional area coverage mode to decideddpegsion of a
node. That service postulates the knowledge of the own position informaiti@mode.

The usage of signal-strength as progress metric on the other handal@epand on any
additional data. Therefore, it should be investigated in more detail.

The performance of the DDB extended with a location gathering servidd belwevalu-
ated. This task could be done to investigate battery consumption more adgquate

The consideration of sleeping nodes could be taken into account. Theibebf routing
as well as broadcasting techniques under that condition could be evhluate
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Glossary

Beacon interval The frequency hello-messages are sent in.

BLR (Beaconless Routing Protocol) BLR is a position-based routing protocol that abandons
on hello-messages.

Cancel on MAC A function performed by the DDB protocol in order to remove packets from
the network queue.

DDB (Dynamic Delayed Broadcasting Protocol) DDB is an area-based broadcasting proto-
col. A node rebroadcast a packet if the progress of the node is higlgkn

Dead interval It determines how long an entry remains in the neighbor table.

DFD (Dynamic Forwarding Delay) The delay is calculated depending on the progress of a
node.

DOI (Degreeof Irregularity) Addresses the properties of the propagation media.

GFG/GPSR (Greedy Perimeter Stateless Routing) GFG/GPSR is a position-based routing
protocol that uses hello-messages (beacons) to pro-actively distpibsitéon informa-
tion.

L ocation-based broadcast protocol A broadcast protocol that uses local position information
to decide the broadcast of a packet by a node.

MANET (Mobile Ad-hoc Networks) Mobile networks which do without any fixed infrastruc-
ture

MFR (Most Forwarding within Radius) The neighbor closest to the destination, but still
within transmission range of the relaying node is chosen as next hop.

MPR (Multipoint Relaying Protocol) A broadcast protocol based on the knowledge of the lo-
cal two-hop neighborhood of a node.

NFP (Nearest within Forwarding Direction) The closest neighbor to the relaying node, but
still with progress to the destination is chosen as next hop.

Number of retransmitting nodes The number of nodes necessary to rebroadcast a packet in
order to reach any participant of a network.
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Progress of DDB It is defined as an assumption of how much additional area a node is gabpos
to feed.

QualNet A discrete event simulator for wired and wireless networks.

RAD (Random Assessment Delay) A delay, similar to the DFD, packets are buffered for.
However, the delay is calculated randomly and not due to the progressooiea

Random Waypoint Model A model to simulate the mobility of nodes.

RIM (Radio Irregularity Model) It generates irregular transmission ranges on the physical
layer.

RMP (Random Progress Method) A random neighbor closer to the destination than the relay-
ing node is chosen as next hop.

Seed A seed value generates random numbers that remain the same in equsivaldations.
It determines the sequence of pseudo-random numbers.

Threshold Decision A packet is only broadcast if the progress of the node is higher than the
threshold.

VHR (Virtual Home Region) A destination search protocol. Supplies a source node with the
position information of the destination.

VSP (Variance of Sending Power) Covers device specific manufacturing properties.
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